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小脳，大脳基底核，大脳皮質の機能分化と統合
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脳の高次機能は，大脳新皮質によって担われるというのがこれまでの固定観念であった．しかし，近年の実験データは，小脳や大脳基底核が，大脳皮質とのルート回路によって，運動制御だけでなく多様な認知機能にかかわることを示している．小脳，大脳基底核，大脳皮質はそれぞれ，“教師あり学習”，“強化学習”“教師なし学習”という学習のアルゴリズムに特化した組織だという仮説のもと，それら学習モジュールをつなぐ脳全体の回路で，行動結果の予測とその評価に基づく行動とコミュニケーションがいかに可能になるのか，その基本的枠組みを示そう。

人間の高度な知能は大きく発達した脳の機能によらざるを得ない，というのは常識であるが，“脳”という場合，多くの人は曲がりくねったしかめをもつ大脳新皮質を思い浮かべるのではないだろうか．連載第2回では，脳の下に半分かかっている小脳が，運動制御だけでなく，“内部モデルの獲得”という機能によって，想像，思考や言語など，広く高次認知機能に関与することを述べた．今回はさらに，大脳半球の内側にかかわる“大脳基底核”にスポットを当て，小脳，大脳基底核，大脳皮質をつなぐ脳のグローバルな（脳全体としての）回路で（図1），どのような機能分担と統合がおこなわれ，行動学習やコミュニケーションが実現されるかについて検討しよう。

大脳基底核は，パーキンソン病やハンチントン舞踏病など，その病変によって顕著な運動障害がおこることから，運動制御に関与することが想定されていたが，その正常時における機能は，長い間謎に包まれていた．近年，大脳基底核で強く作用するドーパミンと呼ばれる神經伝達物質系の研究から，大脳基底核は，将来得られるであろう報酬の予測をおもに目的指向的に行動を組み立てる上で，主要な役割を担っていることが明らかになってきた。

小脳の外側部と大脳基底核はともに，大脳皮質の主に前頭連合野との間で並列的なループ回路を構成する．最近，特殊なウイルスを用いた神経線維をトレーシングする技術によって，小脳と大脳基底核の出力は，一次運動野や運動前野のような運動に直接関連する領域だけでなく，高次の認知機能にかかわる前頭前野などにも投射していることが明らかにされた（図2）．また，最近のPET（陽電子放射断層撮影）やfMRI（機能的磁気共鳴画像法）などを用いた多くの実験データは，小脳と大脳基底核が運動以外の課題にも関与していることを示している．これらの事実は，小脳と大脳基底核の機能を，運動制御という枠組みだけで考えていただけ，従来のパラダイムの転換を迫るものである。

それに代わる新たな視点は，小脳，大脳基底核，大脳皮質が，特定の機能の実現のためではなく，それぞれ独自の学習アルゴリズムのために専門化
した組織であるという見方である。

以下に述べるように、脳は、「教師あり学習」によって獲得した外界の内部モデルを提供し、行動の結果の予測をおこなう。大脳基底核は、「強化学習」によって「報酬」の予測をおこない、ある行動の結果に評価を与える。大脳皮質は、「教師なし学習」によって、外界の状態や行動出力の必要かつ十分な内部表現を提供する。

つまり、状態の予測と報酬という二つの重要な計算要素が小脳と大脳基底核によって提供され、それらが大脳皮質を受け皿として組み合わされ、複雑な行動の計画や実行が実現されることが可能になる。従来の大脳皮質中心の見方は、その一断面を捉えているにすぎない。

学習の三つの枠組み

人間や動物の行動は学習によって変化する。つまり、感覚入力が同じでも、それに対する行動出力は、その環境に適したものに次第に変化する。脳の回路の各部分部分も、また生物だけでなく、機械やロボット、プログラムも、経験に応じて入出力関係を変化させることができ、学習が可能である。しかし、ただ変化するというだけでは学習だか暴走だかわからない。そこで学習には、変化に対する何らかの評価基準が必要となる。図1a, b, cは、このような学習の理論的研究で扱われる、三つの主な学習のパラダイムを示したものである。

学習の三つのパラダイム

(a) 教師あり学習

(b) 強化学習

(c) 教師なし学習
号をもとにした教師あり学習（小脳については前回参照）を基に、大脳基底核は、中脳の黒質ドーパミン細胞から送られる報酬信号をもとにした強化学習、大脳皮質は、その相互结合回路のダイナミクスによる教師なし学習に、それぞれ専門化した組織であることが示唆されている。

動物の行動学習は、全体としては、生存と繁殖にかかわる水、食、交尾行動などの報酬を得るためにの強化学習のプロセスと捉えることができる。しかし、全体としては強化学習の課題でも、その一部において教師あり学習の要素が見られ、教師あり学習効率よくおこなうために、あらかじめ教師なし学習で情報を抽出したというと申しつつおこなわれ、これら三つの学習の枠組みは、一般にさまざまな組合せで用いられる。

小脳の教師あり学習

小脳の学習が、プルキンエ細胞への入力シナプスが、その入力信号と、登録線維によって送られる誤差信号との相関にもとづく変化する長期抑制（LTD）によって、出力誤差をゼロにするような教師あり学習であることは、前回詳しく述べた。小脳に、このような教師あり学習をおこなう要素回路（モジュール）が多数並列に備わっているわけだが、これらは、行動学習上のどのような役に立つのだろう？
図3 大脳基底核の回路構造。（a）大脳基底核と視床、中脳黒質尾状核と被殻からなり、出力部である淡蒔球は被殻の内側にはり込む形になっている。（b）大脳基底核の回路の模式図。線条体は、大脳皮質の広範な領域から入力を受け、黒質と淡蒔球に信号を送る。黒質（線密部）には、ドーパミン細胞が集まり、線条体に出力を送っている。淡蒔球（および黒質の線密部）は、その一部は脳幹の運動中枢に、多くは視床経由で大脳皮質の主に前頭葉に出力を受け、それによってループが構成される。（淡蒔球は内側と外側に分かれて、さらに視床下核を加えた間接経路と直接経路があるが、ここでは単純化のため省略した。）

きるのと同じである。
小脳の外側部は、大脳皮質の広範な部位とループ状の回路を構成しており、大脳皮質の出力を教師信号として、脳内で実現された任意の入出力関係をコピーする形で学習することが可能である。われわれが新しい行動を学習するとき、はじめは考え迷いながら意識的におこっていた行動が、だいづう無意識的自動的に実行できるようになる背景には、このようなメカニズムの存在が考えられる。

大脳基底核の強化学習

大脳基底核は、大脳皮質の広範な領域から入力を受け、脳幹の視覚運動中枢などに出力を送ると同時に、視床を経て大脳皮質に出力を返している（図3）。大脳基底核の入力部位である線条体は、ドーパミンと呼ばれる神経伝達物質がとくによく存在することで知られている。線条体にドーパミン性の神経線維を送っているのは、中脳の黒質と呼ばれる部分である。

ドーパミンは“快楽物質”と呼ばれることもあり、麻薬など依存性をもつ薬物の大半は、脳内のドーパミンの濃度を直接あるいは間接的に上昇させる働きを持つことが知られている。また、パーキンソン病の主要な原因は、黒質のドーパミン性の細胞が減少することであり、ドーパミンの原料になるL-DOPAなどの物質を補うことで症状が改善される事例が知られている（映画‘レナードの朝’でご覧になった読者もいることだろう）。

Wolfram SCHULTZらは、サルにレバー押し課題を学習させながら、黒質のドーパミン細胞の活動を記録した（図4）。サルは、ランプが点灯してその下にあるレバーを押すと1滴のジュースがもらえる。課題とは関係なく単にジュースを与えた場合や、学習の初期にたまたまうまくレバーを押した場合には、ドーパミン細胞はジュースが与えられた瞬間で反応する（図4a）。しかし、学習が十分進み、毎回確実にレバーを押してジュースがもらえるようになると、ドーパミン細胞はジュースに対しては反応しなくなり、かわりに、ランプが点灯した時点で応答するようになる（図4b）。これは、これからジュースがもらえるぞという報酬の期待に対してドーパミン細胞が応答しているようにみえる。

では、レバーをちゃんと押して、ふうな水上どのジュースがもらえるタイミングで、ジュースが来なかったらどうなるか。その場合、ドーパミン細胞の発火は通常以下のレベルに落ち着ることが確かめられた（図4c）。つまり、ドーパミン細胞は、実際に得られた、または得られると予想される報酬の時間変化に対して応答することができる。
だ。

この実験データは、強化学習の理論モデル家からは非常に驚きをもって迎えられた。なぜならば、予測される報酬の時間変化というのは、強化学習のアルゴリズムの要となる重要な信号だからである。強化学習において最も大きな問題は、例えば、木によし登って実を取ってきて、枝が割られたようやくおいしいナッツが食べられるというように、複数のステップを経てからようやく報酬がもらえるような場合に、最後に得られた報酬の情報をもとに、いかにそこに至る一連の動作を学習するかという点にある。

これに対する理論的な解決策は、例えば木の実をみつけたら20点、実を手にしたら50点、枝がうまく割られた80点、といった具合に、報酬が得られる最終段階よりも前の状態に対して、内部的な評価を学習した、実際に報酬がまだ得られていないなくても、評価が上昇するような行動はよい行動として強化する、というものである。そこで用いられるのが、（実際に得られた報酬）+(内部的評価の時間変化)という内部的な報酬として用いられる量で、TD(temporal difference)信号と呼ばれている[8]。前述のSCHULTZらが記述したドーパミン細胞の活動は、まさにこのTD信号そのものとみることができる（図4）。

この発見を契機に、脳基底核の機能を強化学習の枠組みで説明するモデルが提案されている（図5）[8][10][11][14]。それによると、基底核の入力部である線条体の細胞は、脳皮質からの入力をともに現在の状態と、そのもとで可能な行動出力の評価を予測する、淡蒼球から視床、脳皮質に至る経路では、最も高い評価値を与える行動出力が、競合の結果、選択される。黒質では、実際に得られた報酬と状態評価からTD信号が計算され、線条体へのドーパミン性の入力として送り返され、脳皮質から線条体シナプスの可塑性を制御し、状態と出力の評価の学習に用いられる。

このような脳基底核の強化学習モデルは、ドーパミン細胞の振舞いを説明するだけでなく、脳基底核の回路に関する多くの実験的知見からも支持されている。まず、ドーパミン細胞の発火頻度がもしTD信号として強化学習に使われるとする。線条体のシナプスの可塑性は、その入出力の相関によるだけでなく、ドーパミン入力の強さによって変化することが理論的に予想される。実際に予想とおり、黒質からのドーパミン線維は、脳皮質から線条体の細胞へのシナプスの部分に結び、ドーパミンの濃度によって、同じ入力条件でも、シナプス可塑性が長期抑圧(LTD)から長期増強(LTP)に変わることが示されている[15]。

線条体の尾状核は、特定的方向への瞬時的な眼球運動（サックェード）の準備中に活動する細胞が
大脳皮質の統計的教師なし学習

大脳皮質、とくに視覚野の細胞の刺激選択性特性は非常に詳しく調べられ、例えば視覚一次野では特異の傾きをもつ緑分、MT野では特定の方向への動きなど、領域によってさまざまな特性をもつことが知られている。これらの性質は、個体の視覚体験に依存して形成されることが示されており、それを説明するための教師なし学習のモデルが多数提案されている(10)(11)(12)。

教師なし学習の基本的な原理は、ある細胞がある入力によって発火すると、その入力に対するシナプス強度が増強されるという、いわゆるHEBB型のシナプス可塑性によって、つぎに同じような特徴をもつ入力信号がきたときにより強く応答するようになる、というものである。これに、各細胞の応答が大きくなりすぎず、それぞれが異なる特徴に応答するように、相互抑制などの制御機構が組み合わされる。教師なし学習には、クラスタリング、主成分分析、独立成分分析など、いくつかのバリエーションがあるが、いずれもHEBB型の可塑性と、方向性のダイナミクスによって実現可能である。

実際に、大脳皮質には、各領域内、領域間で双方の結合が非常に強く存在し、大脳皮質の細胞はHEBB型のシナプス可塑性をもつことが示されている。このことから、大脳皮質の重要な役割は、教師なしの統計的な学習の原理によって、感覚入力の中に潜む情報の抽出することだと考えられる。

ただし、われわれはみたものの聞いたものを何もかも等しく学習しているわけではない、大脳皮質の学習が純粋な教師なし学習と思うのには無理がある。大脳皮質でもとくに前頭連合野の場合は、その活動は単純な感覚情報ではなく、行動の意図や文脈に強く依存したものになっている(13)。

黒質のとくに腹側被蓋野という部分のドーパミン細胞、主に大脳前頭連合野に投射する、とくに前頭前野には、感覚刺激や行動プランを一時的に記憶にとどめておく“作業記憶”を担うニューロンがあることが知られているが、その記憶保
持の強さが、ドーパミン入力のレベルに依存することが示されている(26)。このことは、ドーパミンによる報酬予測の情報が、何を記憶にとどめておくべきかという表現の重みづけに使われていることを示唆している。

学習モジュールの統合

以上、小脳、大脳基底核、大脳皮質という、哺乳類で大きく発達した脳組織が、それぞれ教師あり学習、強化学習、教師なし学習という、学習のパラダイムの違いに応じて、特化した回路構造とシナプス可塑性のメカニズムをもつようになったという仮説を提示した。

昆虫やザリガニなどの無脊椎動物では、步行や遊泳、飛翔など特定の行動に特化した神経細胞と回路構造が伝統的に決定されている。それに対し脊椎動物、とくに哺乳類の神経回路では、特定の細胞や回路がどういった行動に関与するかは、生後学習に強く依存する、おおざっぱにいえば、個別の行動に特化した神経回路を、短いライフサイクルでの自然淘汰によって最適化するのが無脊椎動物の神経系の適応戦略であり、個別の行動ではなく、特定の学習アルゴリズムを効率よく実現するために特化した神経回路を進化させ、生後の学習によってそれらを個別の行動のために割り当てていくのが哺乳類、ヒトへとつながる脊椎動物の脳の適応戦略である。

このように考えると、脳の情報処理の理解のためには、ここは運動、ここは思考、ここは言語というように、単純に脳の場所ごとにラベルを貼っていくのではなく、ある行動の実現には、どのような学習要因が必要であるかをまず考え、そのかたち小脳、大脳基底核、大脳皮質の学習モジュールがどのように組み合わされるべきかを推測し、それを脳の各部位の連絡関係と情報表現の知見とすり合わせ、それらの機能を考えるというアプローチが重要なことがわかる。

行動学習のアーキテクチャー

図6に、強化学習による基本的な行動学習のアーキテクチャーを示す。まず、最も基本的な区別として、“モデルフリー”と“モデルベース”の行動選択が考えられる(図6a,b)。

“モデルフリー”(モデルなし)の場合には、まずある適当な行動を決め、それをもとに行動を試してみる。その結果実際得られた報酬と、状態変化の経験をもとに、状態の評価を学習され、さらにそれをもとに行動の学習がおこなわれる。これといえば、あまり深く考え込むずにくちいろいそやってみてから学んでいるというやり方で、必ずしも賢くないが非常にシンプルで確実な方法である。
このようなアーキテクチャは、大脳皮質に身体や環境の状態と、動作指令を表現する細胞が存在し、それらの評価が大脳基底核で計算されると、大脳皮質と大脳基底核をつなぐループ回路で実現が可能である（図6c）。実際に、腕などの系列運動の学習では、大脳皮質の補足運動野とそこにつながる基底核の部位が強く関与していることが知られている。

いっぱい、「モデルベース」（モデルにもとづく）の行動選択（図6b）では、現在の状態での行動の候補を考え、それをおこなうと自分や環境の状態がどう変わるかを、すでに学習された内部モデルによって予測する。さらにその予測された状態がどれくらいよいものを評価し、それが十分よければ想定した行動を実行に移し、よかなければ別の行動を考える。この方式は、予測モデルが実際にとどまっているとどんなに間違いないとすれば、予測モデルが通用する範囲内であれば、初めて体験する状況に関しても適切な行動が選べるなど、モデルフリーでおこなうよりも効率よい行動と学習が可能になる。

身体や環境、道具などの内部モデルが、前回示したことによりに小脳に学習され、状態の評価が大脳基底核で学習されるとすると、モデルベースのアーキテクチャは、小脳と大脳基底核の連携動作によって可能になるはずである（図6b）。小脳と大脳基底核の間には直接の結びはないが、大脳皮質を接点とした小脳と基底核のループ回路によってこれも可能になる。実際に、前頭前野や、運動前野の前方部は、精神記憶、運動の想像、暗算など、仮想的な状態の想像を伴う課題に強く関与している。

これらの部位は、小脳外側部との間にループ結びをもつだけでなく、大脳基底核にも投射を送っており、状態の予測とその評価という、モデルベースの行動アーキテクチャを実現するのに十分な位置にある。これらの部位は、系列運動などの学習の初期に強く関与することが知られており、これをやったらどうなるのか、と考えながら行動を選択するという過程に関与していることが考えられる。

また、小脳の機能としてとくに重要と考えられるのが、行動則のカプセル化の機能である。とくにモデルベースのアーキテクチャでの行動選択は、小脳、大脳基底核、大脳皮質を通じてグローバルな回路の直列的な処理が必要なため、計算時間の面でも脳の活動の面でも負荷が大きい。しかし途中の計算仮定は複雑でも、いっぺん望ましい行動がわかってしまえば、その入出力関係を覚えておくことによって、つぎに同じ状況にきたときには迅速に判断を下すことができる。大脳皮質と小脳のループ回路は、身体や外界に関するモデルを提供するだけでなく、脳内で学習された入出力関係を、いわば脳の内模モデルとして学習し、提供することが可能である（21）。

実際、非常によく習熟した運動や、暗算など、定型的な処理を高速におこなうという状況では小脳の活動が指摘されており、このようなメカニズムが、はじめは脳全体を使った意識的、直列的な処理から、無意識的、自動的、並列的な処理への移行過程に関連しているのかもしれない（23）。

大脳皮質の状態表現

以上の議論では、大脳皮質には、小脳と大脳基底核をつなぐ単なるパッファーの役目しか想定していなかったが、大脳皮質はおそらくそれ以上の意味をもつことが予想される。実際、予測モデルの学習、状態評価の学習の工学的研究では、状態や動作をどのような形で表現するかによって、学習の効率が大きく左右されることが知られている。

一般に感覚信号は、多くの冗長性をもつと同時に、不完全性をもつ。例えば、同じ物体も置かれると位置や光源によっていろいろな見え方をするし、空間の同じ位置は、音や眼の動きによって視覚上の異なる点に移る。それらをいちいちまったく別物だと思うと、予測や評価の学習には膨大な時間が必要だが、幸いにも、側頭葉や頭頂葉には、提示位置やサイズを変えてもある物体に不変に応答する細胞や、眼球位置によらず目標の位置を示すと考えられる細胞がみつけられている。

最近では、1次視覚野の細胞でさえも、直接の視覚刺激だけではなく、トップダウン的に生成さ
図7 コミュニケーションにおける内部モデルと評価機構の役割 (a)最も単純なコミュニケーションモデル。Aさんの内部状態$s_A$は、Bさんがから行動あるいはメッセージ$a_B$に応じて、$s_A' = f(s_A, a_B)$によって変化し、それをもとにメッセージ$a_A$が発される。(b)行動則$a_B$の内部構造。メッセージを送る際には、あるメッセージ$a_A$を送った場合の相手の状態変化$s_B'$と、その結果の行動$a_B'$を、相手の状態変化と行動則の内部モデル$h_A$と$a_B'$によって予測し、その結果が望ましいものかどうかの評価$V(s_A, a_A)$をもとに、メッセージ$a_A$を実際に発するかが決定される。(c)状態変化$h_A$の内部構造。BさんはAさんのメッセージ$a_B$に対して直接に応答するのではなく、Aさんの行動則の逆モデル$g_A^{-1}$によってそのメッセージの背後にあるAさんの内部状態$s_A$を推定し、それをもとに自分の状態を$s_A' = h_A(s_B, s_A)$によって変化させる。(d)逆モデル$g_A^{-1}$の内部構造。一般に、メッセージ$a_B$に対する状態$s_A$は一意には決まらないため、相手の状態推定$s_A$には、相手の状態変化$h_A$の内部モデルを使った遮断定$s_A' = h_A(s_B, s_A)$が必要になる。またその際に、相手は自分の状態を知っているとは限らないので、相手が想定しているであろう状態$s_A$を、Aさんが知っていであろうBさんの内部モデルの内部モデルを使って推定する必要がある。

れた文脈情報に依存して活動することが示唆されており、冗長性を削減すると同時に文脈情報を補い、行動に必要十分な状態表現を与えるということが、大脳皮質の非常に重要な役割であると考えられる。

また、情報を一時的に保持する短期記憶あるいは作業記憶のメカニズムは、上記のモデルベースのアーキテクチャをとくに必要なものであるが、さらに、短期記憶の容量が十分にあれば、つぎの状態の予測だけでなく、2ステップ先、3ステップ先の状態を予測し、それをもとに最適な行動を取りうることが可能になる。チンパンジーでも、3ステップ程度までの先読は可能であることが示唆されているが[24]、深いステップの先読が可能なのかが、さら、チンパンジーとヒトの知能の根源的な差になっている可能性がある。これは、作業記憶を司るとされている前頭前野と、そことつながる小脳外側部がヒトでは大きく増大しているという事実に関連していると考えられる。

運動制御からコミュニケーションへ

ここまでは主に、単一の個体の行動を考え、ある動作をとると身体や環境の状態がどう変化し、どういう報酬が得られるかという枠組みで話をしてきたが、同じような発想は、複数の個体の間のコミュニケーションのメカニズムを考える上でも有用である。

まず最も単純な拡張は、言語などのコミュニケーションを、相手を制御対象とした制御の問題と考える立場である。例えば、単語は個々の動作指令、文は動作の系列であり、それに応じて相手の脳と身体の状態が変化する（図7a）。ここで、相手を自分の望む状態に動かすには、正しい動作を、正しい順序で与えなければならないのは、制御の場合と同様である。

しかしこの発想は、相手が自分と同じ人間であるという事実を無視しているという点で、限界が
ある。実際、自閉症の患者に、相手の立場に立ってその人が何を考えているかを理解することが困難な傾向がみられることが指摘されている(22)。

われわれが言葉を発するとき、失言癖のひと人を別として、この言葉を発したら相手はどう思うか予測しながら、つまり相手の状態変化や応答の内部モデルを駆使して、単語とその系列を選んでいるのである(図7b)(22)。もちろん、世の中にいる個々のすべての人に関する内部モデルをもつことは不可能なので、たいていの場合は、自分ながら考え、という自分に関する内部モデルで代用することで対処する。

またわれわれが人の言葉に応答するとき、“危ない！”など単純かつ直接的な表現の場合を除いて、多くの場合は相手の言葉に表現された情景や気持ち（脳内状態）を想像する。つまり、コミュニケーション信号の受け手の側も、単純な固定的なダイナミクスをもつわけではない、相手行動生成の逆モデルや、状態変化の順モデルをも、その予測に対する評価をもとに応答しているのである（図7c, d）。

このような複雑なプロセス可能にするには、まず高度な内部モデルの学習機構、その予測を混乱せず保持する作業記憶の機構、さらにそこから適切な応答を選ぶための評価の機構がすべて必要であり、これには、言語と呼ばれるような大脳皮質の一部だけでなく、小脳、大脳皮質、大脳基底核をつなぐグローバルな回路が関与していると考えられる。

さらに、人間の言語行動などを考えると、一連の系列で実現されるような行動や状態を、ひとつつの単位行動や状態として定義する機能が重要な要素である。これには、小脳の教師あり学習による系列のカプセル化や、その活動を保持する大脳皮質の作業記憶のメカニズムが重要だと考えられる。次回は、状態予測と行動生起のモデルを並列的、階層的に組み合わせることによって、階層的な認知行動機能がいかに実現されるかについて展開する。
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