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SUMMARY

A minimum commanded torque change criterion
based on the optimization principle is proposed as a model
that accounts for human voluntary motion. It is shown that
the trajectory of human arm motion can be well reproduced
by the model. In the point-to-point movement, the calcula-
tion of the torque based on the minimum commanded
torque change criterion requires a highly nonlinear calcu-
lation, and it is difficult to determine the optimal trajectory.
As solution methods, a Newton-like method and a steepest
descent method have been proposed. However, an optimal
solution cannot be obtained by these methods, for several
reasons. This paper proposes a method in which the trajec-
tory of the joint angle is analytically represented by a
system of orthogonal polynomials, and the coefficients of
the orthogonal polynomials are estimated by a linear itera-
tive calculation so that the parameters satisfy the Euler–
Poisson equation, as a necessary condition for the optimal
solution. As a result of numerical experiments, it is shown
that a solution satisfying the Euler–Poisson equation with
high numerical accuracy is obtained in a short time, regard-

less of the parameters such as those of the boundary condi-
tions. © 2005 Wiley Periodicals, Inc. Syst Comp Jpn, 36(2):
92–103, 2005; Published online in Wiley InterScience
(www.interscience.wiley.com). DOI 10.1002/scj.20014
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1. Introduction

The following two properties have been pointed out
as features of point-to-point human movement in multijoint
arm movement [1]:

(1) The trajectory is slightly curved although almost
straight.

(2) The velocity profile with respect to time exhibits
a single-peaked bell shape.

Several models have been proposed in order to account for
these features [2–6]. They include the minimum hand jerk
criterion [2], the minimum angle jerk criterion [3], the
minimum torque change criterion [4], and the minimum
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commanded torque change criterion [5], which are trajec-
tory based on the optimization principle.

Among these methods, an analytical solution can be
derived relatively easily for the minimum hand jerk crite-
rion and the minimum angle jerk criterion. The others are
models in which the torque change is made smooth based
on the arm dynamics. A constrained nonlinear optimization
problem must be solved, minimizing the evaluation func-
tion under the constraints (nonlinear dynamics) and the
boundary conditions (start and goal). Generally, it is very
difficult to derive a solution for these problems. The mini-
mum commanded torque change criterion is considered as
a criterion that effectively reproduces human motion. It has
been reported by Nakano and colleagues [5] and Sakuraba
and colleagues [7] that the minimum commanded torque
change criterion predicts the human trajectory better than
any other of these criteria.

However, for this criterion, it is difficult to establish
a method that can derive the optimal trajectory stably for
various starts, goals, and dynamical parameters. It is an
important issue to establish such a method. Existing algo-
rithms that try to derive the trajectory include the Newton-
like method [3, 9] and the steepest descent method [5]. In
the Newton-like method, it is guaranteed mathematically
that the convergence result is the optimal solution. How-
ever, the algorithm may become unstable and often di-
verges, depending on the dynamical parameter that
represents the viscosity. Furthermore, assuming that the
initial value of the Newton-like method may have an effect,
the solution is sought by modifying the method of estima-
tion of the initial value [10]. It has been found that there are
many trajectories for which convergence is not achieved.

In the method of steepest descent, on the other hand,
the solution can be derived stably, but the optimality of the
solution is not guaranteed. A hybrid method that combines
these methods has also been proposed [10]. However, this
method cannot eliminate the above difficulty concerning
the Newton-like method.

It is indispensable to find the optimal solution in the
mathematical model that tries to account for human arm
movement based on the optimality principle. It is also
highly desirable to have an algorithm that can calculate the
optimal trajectory reliably and accurately with the mini-
mum commanded torque change criterion. Nakano and
colleagues [5] and Sakuraba and colleagues [7] found that
it is difficult to determine the optimal trajectory with the
minimum commanded torque change, and had to compare
the quasioptimal trajectory with the minimum commanded
torque change derived by the method of steepest descent
and the optimal trajectory obtained by another criterion. In
order to clarify these points, it is important to establish an
algorithm that can derive the minimum commanded torque
change trajectory.

This paper takes an approach which differs from the
past proposals. An algorithm is proposed that calculates the
trajectory that satisfies with high accuracy the Euler–Pois-
son equation, representing the necessary condition for the
optimal solution, based on the minimum commanded
torque change criterion. The trajectory of the joint angle is
represented by a system of polynomials in time, so that the
boundary conditions are always strictly satisfied. The
Euler–Poisson equation is derived from the boundary con-
ditions and the functional optimal problem. By iterating
linear operations of the coefficients of the above polyno-
mials, the Euler–Poisson equations are satisfied with high
accuracy. In the conventional methods (i.e., the Newton-
like method and steepest descent method), it is not always
true that the derived trajectory strictly satisfies the boundary
conditions. It has been difficult to solve this point. But in
the proposed method, a trajectory is determined that strictly
satisfies the boundary conditions and satisfies the Euler–
Poisson equation with high accuracy.

For the case of two-joint arm movement in each plane
(i.e., the horizontal plane and the sagittal plane), a numeri-
cal experiment has been performed to generate the mini-
mum commanded torque change trajectory. The result has
been reported, indicating that the proposed method can
quickly derive a solution that satisfies the Euler–Poisson
equation with high accuracy. It has also been shown that a
solution is obtained which is robust to changes of the start
and the goal of the trajectory, and to changes of the dynami-
cal parameters of the arm.

2. Computation Algorithm for Minimum
Commanded Torque Change Trajectory

Using the Euler–Poisson Equation

2.1. The minimum commanded torque change
criterion

In the minimum commanded torque change criterion,
the trajectory is planned so that the time change of the
commanded torque τi of each joint i is minimized. The
evaluation function is given

Here, tf is the duration of motion and N is the number of
joints. The trajectory of the movement between two points
is generated by this criterion, considering the dynamical
parameters such as the mass and the moment of inertia of
the arm as shown in Eq. (2). The features of the motion
trajectory generated by this criterion depend on the posi-
tions of movement (start and goal).

(1)
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In this paper, the trajectory of a two-link two-joint
arm is generated on:

(a) the horizontal plane at the same height as the
shoulder or the elbow joint, and

(b) the sagittal plane perpendicular to the segment
connecting both shoulders.

Equation (2) is used in the calculation of the commanded
torque of each joint. In the following, the n-th time deriva-
tive of θi (i = 1, 2) is written as θi

(n). We see that the expres-
sion for the commanded torque is highly nonlinear,
including triangular functions and the squares of the joint
angles:

Here τ1 and θ1 are respectively the commanded torque and
the joint angle, of the shoulder joint, and τ2 and θ2 are those
of the elbow joint. Ii, Mi, Li, and Si are the moment of inertia
around the joint, the mass, the length, and the distance from
the joint to the center of gravity, of the link i (i = 1, 2). Bij

represents the viscosity, which expresses the effect of the
joint angle velocity of link j (j = 1, 2) on link i. Link 1 is the
upper arm and link 2 is the forearm. In the motion on the
sagittal plane [Fig. 1(b)], there is an effect of gravity on the
rotation of the joint. g is set as the gravity acceleration (9.8
m/s2) and the commanded torque is calculated. In the case

of the horizontal plane [Fig. 1(a)], the gravity force is
perpendicular to the direction of rotation of the joint, and
the effect of the gravity force can be ignored in the calcu-
lation of the commanded torque in the above direction.
Consequently, we set g = 0 in the calculation.

The commanded torque calculated by this criterion is
not the mechanical output torque, but is the torque that can
be considered as an approximation to the motor command
[5].

2.2. The Euler–Poisson equation

This section describes the algorithm for computing
the trajectory based on the minimum commanded torque
change criterion using the Euler–Poisson equation. The
essential aspect of the proposed algorithm is to use the
polynomials in time of the joint angle trajectory to approxi-
mate the function that satisfies the Euler–Poisson equation
derived from the minimum commanded torque change
criterion. The evaluation function for the minimum com-
manded torque change criterion [Eq. (1)] is

where F = ∑ 
i=1

2 



−dτi

dt




2

.

Applying the method of variation under the boundary
conditions at the start and the goal (position, velocity, and
acceleration), the following Euler–Poisson equations are
derived as the necessary condition for the extremum of the
evaluation function:

θ1 and θ2 satisfying the above two Euler–Poisson equations
at any time in the movement duration give the minimum
commanded torque change trajectory. Then the left-hand
sides of Eq. (4) are defined as E1 and E2, respectively:

(2)

Fig. 1. Movement plane.

(3)

(4)
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2.3. Time polynomial of the minimum
commanded torque change trajectory

The commanded torque is approximated by using
terms concerned only with moments of inertia I1 and I2.
Then Eq. (2) takes the form

The minimum commanded torque change criterion based
on Eq. (6) is equivalent to the minimum angle-jerk criterion
[Eq. (9), described later].

At the above level of approximation, suppose that the
minimum angle jerk trajectory is a trajectory approximat-
ing the minimum commanded torque change criterion. The
minimum commanded torque change trajectory
θi(t) (i = 1, 2) is represented as follows:

where θi
AJ(t) is the minimum angle jerk trajectory and

∆θi(t) is the difference between the minimum commanded
torque change trajectory and the minimum angle jerk tra-
jectory.

It is required that the trajectory expressed by Eq. (7)
should satisfy the following boundary conditions at the start
and end of movement:

where θ1
s  and θ2

s are the joint angles of the shoulder and the
elbow, respectively, expressing the position of the start
point. θ1

f  and θ2
f  are those indicating the position of the final

point.
Next we present in detail the method of formulating

the minimum angle jerk trajectory of the first term on the
right-hand side of Eq. (7) and the difference trajectory of
the second term.

2.3.1. The minimum angle jerk trajectory
θi

AJ(t)

The minimum angle jerk trajectory is the trajectory
which is planned on the basis of the minimum angle jerk
criterion. In the minimum angle jerk criterion, the move-

ment is planned so that the smoothness of the trajectory in
the joint angle space is enhanced for the entire motion
duration. In other words, the jerk of the joint angle (the time
derivative of the joint angle acceleration) is considered, and
the integral of its square over the motion duration shown in
Eq. (9) is minimized:

where θi is the joint angle of joint i.
Based on this criterion, an analytic solution can be

derived easily. Assuming that θ1 and θ2 are independent, the
problem is to minimize the square integral of the jerk of
each coordinate (i.e., the third-order time derivative). Then,
the solution is a fifth-order spline function [11].

By normalizing the previously defined boundary
conditions and the motion duration, the minimum angle
jerk trajectory is determined as follows [2]:

The trajectory between two points is thus generated as a
straight line in the joint angle space. By applying a coordi-
nate transformation to transfer the above trajectory to the
external space, the trajectory becomes a trajectory which is
slowly curved.

2.3.2. Difference trajectory ∆θi(t)

We see from Eq. (7) that θi
AJ(t) in Eq. (10) already

satisfies the boundary conditions for the position, velocity,
and acceleration at the start and the goal [Eq. (8)]. Conse-
quently, if the difference trajectory ∆θi(t) is a function that
satisfies the boundary conditions that all of the positions,
velocities, and accelerations at the start and the goal are
zero, ∆θi(t) in Eq. (7) gives a trajectory that always strictly
satisfies the boundary conditions. Consequently, in this
method, the difference trajectory is formulated so that the
positions, velocities, and accelerations at the start and the
goal are zero.

Kaneko and colleagues [12] considered the following
polynomial approximation as ∆θi(t) satisfying the above
condition:

An algorithm is proposed in the next section in which the
parameters aik

g  are estimated.
In the approximation by the method of least squares,

however, the polynomial approximation by a power series

(5)

(6)

(7)

(8)

(9)

(10)

(11)

95



as in Eq. (11) leads to an ill-conditioned canonical equation
[13], and the error of the coefficients is increased in the
numerical calculation. To perform the approximation with-
out increasing the error, it is effective to use a system of
orthogonal polynomials [14]. In this paper, a method is
proposed in which the Jacobi polynomials, a system of
orthogonal polynomials, are used in formulating ∆θi(t). The
Jacobi polynomial is defined as follows [14].

Generally, consider a family of polynomials
Rk (k = 0, 1, 2, . . . ) defined on the interval [a, b]. If Rk and
Rl satisfy

they are called a system of orthogonal polynomials with
weight w on interval [a, b].

In this case, the orthogonal polynomial is derived by
a third-order recurrence formula [14]. In particular, con-
sider the following weight w(x) defined on the interval (–1,
1):

The series of functions Pk
(α, β)(x) (k = 0, 1, . . . ) which are

orthogonal with respect to Eq. (13) are the Jacobi polyno-
mials.

Consider

Let

Then, the Jacobi polynomials Pk
(6,6)(x) and Pl

(6,6)(x) are or-
thogonal as follows:

In addition, Qk(x) = (1 + x)3(1 − x)3Pk
(6,6)(x) satisfies

at both ends of the interval [–1, 1].
Applying the coordinate t ransformation

t = (x + 1) / 2, Q
~

k(t) = 64t3(1 − t)3P
~

k
(6,6)(t) is obtained. Let

Then the terms of ∆θi(t) form a system of functions which
are orthogonal in the period of motion and satisfy the
boundary conditions that the positions, velocities, and ac-
celerations at the start and the goal are zero.

By the above reasoning, the minimum commanded
torque change trajectory θi(t) is

Equation (19), which is the sum of the minimum angle jerk
trajectory and the difference trajectory, always strictly sat-
isfies boundary conditions (8). Letting the coefficient of the
highest-order term be 1, the Jacobi polynomials Pk+1

(6,6)(x) up
to the (k + 1)-th are obtained as follows by the third-order
recurrence formula [14]

Here, we set P−1
(6,6)(x) = 0, and

(12)

(13)

(14)

(15)

(16)

(17)

(18)

(19)
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2.4. Estimation procedure for parameter aik

In order to estimate aik satisfying the Euler–Poisson
equation, a method is proposed in which the coefficient
aik is estimated by iterative calculation with the following
two provisions:

(1) The right-hand side of Eq. (5) is represented as a
linear sum of aik.

(2) The time during motion is discretized.

2.4.1. Linear sum of parameters aik

Substituting Eq. (19) into Eq. (5), the result is rear-
ranged as in Eq. (20) which is linear with respect to aik:

Equation (20) is derived from Eqs. (5) and (19) by rear-
rangement according to the following criteria (A) and (B).
Equation (19) is substituted only into θi

(n)(n = 2, . . . , 6)
satisfying criteria (A) and (B), and aik is represented as in
Eq. (20).

(A) Substitution into θi
(n) such that [1, A1, A2] ⋅ θi

(n). []
⋅ θi

(n) represents the product of the terms in brackets and
θi

(n). For A1 and A2, see Table 1.
(B) Substitution into θi

(4) and θi
(5) of the term such that

[1, A2, A3] ⋅ [θi
(4) ⋅ θj

(1), θi
(4) ⋅ (θj

(1))2, θi
(4) ⋅ θ1

(1) ⋅ θ2
(1), θi

(4) ⋅
θj

(2), θi
(5) ⋅ θj

(1)] (i, j = 1, 2). [] ⋅ [] represents the product of
the terms in brackets. For A2 and A3, see Table 1.

J1 and J2 are composed of terms into which Eq. (19)
is not  subst i tuted by the above criteria and
(θi

AJ)(n) (n = 2, . . . , 6). More precisely, Table 1 shows the
terms of which 1hik, 2hik, J1, and J2 are composed.

2.4.2. Discretization of motion time

The normalized motion period is M-discretized with
equal intervals with respect to t ime t as
[t0, t1, t2, . . . , tm, . . . , tM] (t0 = 0, tM = 1). If there exist pa-
rameters aik which represent the optimal trajectory of a
motion, trajectory Eq. (20) satisfies Eq. (4). Then, the first
equation of Eq. (20) satisfies

(20)

Table 1. Terms in 1hik, 2hik, J1, and J2. ∗: for the sagittal
plane
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Using 1hikm = 1hik(tm, . . . ) and J1m = J1(tm, . . . ), the above
relation is written as

Similarly, using 2hikm = 2hik(tm, . . . ) and J2m = J2(tm, . . . ),
the second equation of Eq. (20) is written as

At any discretized time, Eqs. (22) and (23) must hold. Thus,
a system of 2(M + 1) linear equations is derived, which is
represented as follows in matrix form:

Thus,

where H# is the pseudoinverse matrix of H.
Equation (5) is rearranged as a linear sum of aik.

Using Eq. (24), which is derived by discretizing the move-
ment time, the parameters aik of the optimal trajectory are
estimated. aik is estimated by the following iterative calcu-
lation.

(1) The initial value of the parameter aik is set as 0,
and the joint angle trajectory θi is calculated from Eq. (19).

(2) For each time tm (m = 0, 1, . . . , M), 1hikm, 2hikm,
J1m, and J2m are calculated.

(3) aik is determined from Eq. (24).
(4) The new joint angle trajectory θi for the aik deter-

mined in step (3) is calculated by Eq. (19).

Steps (2) to (4) are iterated until aik converges. That is,
letting the index of the iterations be d (d = 0, 1, 2, . . . ), it
follows from Eq. (21) that

3. Numerical Experiments

Numerical experiments were performed for the fol-
lowing two cases.

(1) For the same start, goal, and duration of motion
as in the data measured by Nakano and colleagues [5], the
minimum commanded torque change trajectory is gener-
ated.

(2) For the specified start, goal, and duration of
motion, the minimum commanded torque change trajectory
is experimentally generated by varying the viscosity.

First, in order to assess the predicted trajectory, the
error of the Euler–Poisson equation is defined as the maxi-
mum absolute value of the error:

Here, Ei
∗(tm) is the value of Ei(tm) on the optimal trajectory.

As is obvious from Eq. (4), we have Ei
∗(t) = 0 (0 ≤ t ≤ 1).

Whether or not the trajectory satisfies the Euler–Poisson
equation is decided in terms of this measure.

3.1. Numerical experiment 1

In this numerical experiment, the start and goal of the
motion trajectory and the dynamical parameters of three
subjects as measured in the study of Nakano and colleagues
[5] were used. The motion planes were (a) the horizontal
plane and (b) the sagittal plane as shown in Fig. 1. The
number of trajectories was 200 for each plane. Therefore,
1200 minimum commanded torque change trajectories
were generated.

The dynamical parameters are shown in Table 2. The
value of the viscosity Bij is taken from Gomi and Osu [15].
The diagonal elements B11 and B22 are 0.6 to 1.2 Nm/rad,

(21)

(22)

(23)

(24)

(25)

(26)
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and the nondiagonal elements B12(= B21) are 0.06 to 0.3
Nm/rad.

First, the relation between the number of parameters
K and the error |E|max is examined. Equation (11) or (18) is
used as the difference trajectory. K is set as 10, 12, 14, . . . ,
70. The initial values of aik

g  and aik are set as 0. Then the
trajectory is generated by iterative calculation using Eq.
(25).

Figure 2 shows the error |E|max as a function of the
number of parameters K. The horizontal axis is the number
of parameters K and the vertical axis is |E|max calculated by
Eq. (26). A to D in the figure correspond, respectively, to
the four trajectories shown in Fig. 4. In the two difference
trajectories given by Eqs. (11) and (18), |E|max tends to
decrease with increasing K. Compared to the case in which
Eq. (11) is used, |E|max is more stable when Eq. (18) is used.
When Eq. (18) is used, |E|max almost converges for K = 54,

and the derived trajectory is seen to satisfy the Euler–Pois-
son equation with very high accuracy. It seems that the
optimal number of parameters K differs depending on the
trajectory. Consequently, in the following, the number of
parameters K that minimizes the error |E|max is sought.

Using 1200 starts, goals, and durations of motion
measured by Nakano and colleagues [15], the minimum
commanded torque change trajectories were generated by
the proposed method, the Newton-like method, and the
method of steepest descent.

Figure 3 shows the convergence of the error |E|max in
100 iterative calculations. The horizontal axis is the number
of updates of the parameter aik, and the vertical axis is |E|max

calculated by Eq. (26). A to D of the figure correspond,
respectively, to the four trajectories shown in Fig. 4. The
slopes of descent of |E|max seem almost the same in all
trajectories derived by Eqs. (11) and (18), but the error of
Eq. (11) converges to a relatively large value, while that of
Eq. (18) converges to a very small value, less than 10–9. In
other words, the trajectory obtained by the latter procedure
satisfies the Euler–Poisson equation with high accuracy at
any time in the duration of motion. When Eq. (18) is used,
the error converges to a very small value after as few as 20
iterations.

Thus, we see that a system of orthogonal polynomials
such as the Jacobi polynomials is effective in the method
proposed in this paper. For the trajectories which can be
derived by the Newton-like method, as well as these which
cannot, the proposed method can generate a trajectory
satisfying the Euler–Poisson equation with higher numeri-
cal accuracy in the same number of iterations.

Table 2. Dynamics parameters

Fig. 2. Relationship between the number of parameters
K and |E|max. A to D: trajectories in Fig. 4.

Fig. 3. Convergence of |E|max. A to D: trajectories in
Fig. 4.
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Figure 4 shows the minimum commanded torque
change trajectory on the horizontal plane obtained by the
proposed method. In (a), the Y axis is the front direction of
the body with the origin at the shoulder. As is shown by the
thick line, a trajectory is obtained that satisfies the Euler–
Poisson equation with high accuracy between the start and
the goal, for which no optimal solution has been obtained.
It is also seen that the feature of the human arm motion that
the trajectory is almost a straight line but is slightly curved,
and also the feature that the velocity waveform with respect
to time is of a single-peaked bell shape, are well reproduced.

As in Fig. 3, trajectories with very small |E|max are
also obtained in the sagittal plane. Twelve hundred trajec-
tories for all motions in the horizontal and sagittal planes
are derived with small errors, as shown in Fig. 3.

Table 3 shows examples of the values of the evalu-
ation function (square integral of commanded torque
change) for the trajectories derived by various methods, for

the horizontal and sagittal planes. For the trajectories gen-
erated from the difference trajectory by Eqs. (11) and (18),
the values of the evaluation function are almost the same.
We see that in either case the value of the evaluation
function is not greater in the method proposed in this paper.
It is also verified that a convergent solution is obtained by
the proposed method for the case in which the trajectory
cannot be obtained by the Newton-like method.

In order to see how the Euler–Poisson equation is
satisfied by the proposed method based on the difference
trajectory of Eq. (11) or (18) and the Newton-like method,
E1 and E2 [Eq. (5)] are calculated for each time. Since the
solution by the Newton-like method is a numerical solution,
the time derivatives up to sixth derivative of the joint angle
are obtained by five-point numerical differentiation.

Figure 5 shows the absolute values of E1 and E2 at
each time, obtained by the proposed method and the New-
ton-like method. The horizontal axis is the normalized time
and the vertical axis represents the absolute values of E1 and
E2 [Eq. (5)]. Compared to the case in which Eq. (18) is used,
we see that the error is larger over the whole motion period
when Eq. (11) is used. It is evident that the result given by
Eq. (11) satisfies the Euler–Poisson equation with much
higher accuracy than that given by the Newton-like method
over the whole motion period.

3.2. Numerical experiment 2

In the previous section, the trajectory was generated
on the basis of the measured data. In this section we
investigate the stability of the result to changes of the
dynamical parameters in the proposed method; the exami-
nation is focused on the change of the viscosity, which is a

Fig. 4. Minimum commanded torque change trajectories calculated using the proposed method in the horizontal plane.

Table 3. Values of the performance index (the time
integral of square of the commanded torque change rate).

A dash indicates that the method cannot calculate the
optimal trajectory
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major factor responsible for the inability of the Newton-like
method to derive a convergent solution. The start, the goal,
and the duration of motion are set as follows, and the
minimum commanded torque change trajectory is gener-
ated while varying the viscosity.

As dynamical parameters, the values of Subject 1 of
Table 2 in numerical experiment 1 are used. As the value of
the viscosity Bij, the diagonal elements are set as B11 = B22

with the value varied as 0, 0.1, 0.2, . . . , 2 Nm/rad. The
nondiagonal element B12(= B21) is set as 0. The motion
duration is set as tf = 0.5 s. It is assumed that the hand is
moved from (x = –0.225 m, y = 0.450 m) to (x = 0.225 m,
y = 0.450 m). The number of parameters K and the initial
value of aik are set the same as in numerical experiment 1
in performing the iterative calculation.

Figure 6 shows the convergence of the error |E|max in
100 iterative calculations. The horizontal axis is the number
of updates of parameter aik and the vertical axis is |E|max

calculated by Eq. (26). As in numerical experiment 1, the
convergence value of |E|max is very small, being of the order
of 10–8, indicating that the derived trajectory satisfies the
Euler–Poisson equation with high accuracy at any time in
the motion duration.

Figure 7 shows the minimum commanded torque
change trajectories for viscosities B11 and B22 of 0, 0.5, 1,
1.5, 2 Nm/rad. The coordinate is the same as in Fig. 4(a).
The value of B11 and B22 is larger in the trajectories follow-
ing the dashed arrow. We see that the trajectory is curved
farther away from the body when B11 and B22 are large, and
is nearer when they are small. This numerical experiment
verifies that the proposed method is an algorithm that
derives the solution stably even if the viscosity is varied.

4. Conclusions

A method is proposed which can generate a trajectory
that satisfies the Euler–Poisson equation with high accu-
racy. It is shown by numerical experiments that the pro-
posed method has the following advantages. The trajectory
obtained by the proposed method is the same as the trajec-
tory obtained by the Newton-like method, which is mathe-
matically guaranteed for accuracy. Even when a convergent

Fig. 5. Absolute values of E1 and E2 (trajectory A in
Fig. 4).

!: Newton-like method; 
": the proposed method with Eq. (11); 
∗: the proposed method with Eq. (18).

Fig. 6. Convergence of |E|max when the values of
viscosity B11, B22 change.

Fig. 7. Minimum commanded torque change
trajectories when the values of viscosity B11, B22 are 0,

0.5, 1.0, 1.5, and 2 Nm/rad.
 ∗: start point; origin: shoulder position.
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trajectory is not obtained by the Newton-like method, a
trajectory is obtained that satisfies the Euler–Poisson equa-
tion with high accuracy. The derived solution strictly satis-
fies the boundary conditions.

The value of the viscosity, which is one of the factors
preventing the convergence of the solution in the Newton-
like method, is varied over a wide range, and it is verified
that the proposed method can derive the solution stably.
Compared to the methods proposed previously, it is seen
that the proposed method can determine a convergent solu-
tion in a very short time. In this paper, the value of K is
varied and the value that produces the smallest error is
determined. As is shown in Fig. 2, however, it is sufficient
to set approximately K = 60. Consequently, it is not neces-
sary to search for the optimal value. It is possible to derive
a solution that satisfies the Euler–Poisson equation with
high accuracy.

The method proposed in this paper is a general pro-
cedure for deriving a solution for a nonlinear optimization
problem, and can be applied to various problems. Depend-
ing on the composition of h and J in Table 1, however, it
may happen that the procedure does not converge. It is left
as an important issue to clarify theoretically the conditions
for convergence. It seems that the proposed method can be
applied to motion with a via-point. It is of interest to attempt
optimization considering the via-point time in order to
extend the proposed method to a procedure for generating
more general trajectories.
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