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Sensor Failures for Myoelectric Assistive
Robot Control
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Abstract—In this study, we propose a human movement model
both for myoelectric assistive robot control and biosignal-sensor-
failure detection. We particularly consider an application to upper
extremity exoskeleton robot control. When using electromyogra-
phy (EMG)-based assistive robot control, EMG electrodes can be
easily disconnected or detached from skin surfaces because the hu-
man body is always in contact with the robot. If multiple electrodes
are used to estimate multiple joint movements, the probability of
sensor electrode misplacement increases due to human error. To
cope with the aforementioned issues, we propose a novel human
movement estimation model that takes anomalies into account as
uncertain observations. We estimated human joint torques by au-
tomatically modulating the contribution of each sensor channel for
the movement estimation based on anomaly scores that were com-
puted according to synergistic muscular coordination. We com-
pared our proposed method with conventional approaches during
drinking-movement estimation with five healthy subjects in the
three aforementioned anomaly situations and showed the effec-
tiveness of our proposed method. We applied it to a four-DOF
upper limb assistive exoskeleton robot and showed proper control
in sensor failure situations.

Index Terms—Anomaly detection, electromyography (EMG),
exoskeleton robot, human movement modeling, latent state
estimation.

I. INTRODUCTION

UE to the rapid progress of robotics technologies, robots
D are now expected to physically interact with humans and
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support their activities in industry and daily life. As a concrete
application, using robotics technologies for the development of
exoskeleton robots [1] or prosthetic devices [2] is becoming an
important research direction, partly because many countries are
facing aging populations.

For assistive devices, gaining the ability to detect human
movement intentions from a user’s biosignals is important. As
one example of a biosignal, electromyography (EMG) has been
widely used in previous studies. For example, investigations
have been made into robots for EMG-based prostheses and ex-
oskeletons [3]-[8].

For these EMG-based assistive devices, multiple electrodes
must be used to estimate multiple joint movements for assis-
tive robot control [10], [11]. However, when we consider using
EMG-based assistive robot control in real-world applications,
EMG sensor electrodes might easily become disconnected or
detached from skin surfaces because human bodies are always
in physical contact with the robot. In addition, sensor electrode
misplacement due to human error is more likely when using
multiple channels. Such sensor anomaly leads to significant er-
rors in the estimation of a user’s joint movements and causes
robot uncontrollability.

Previous studies in the biomedical engineering field proposed
fault detection methods for EMG sensors to address these failure
situations. Most focused on independently monitoring the infor-
mation of each EMG signal to identify faulty sensors [12]-[15].
For example, each sensor signal’s variance was monitored [12].
However, since the variance may not always increase when a
sensor anomaly occurs, this method can only be used for a
limited number of fault situations. Other sensor fault detection
methods might not be suitable for online robot control since
they need a long monitoring period of the EMG signal sequence
[13], careful tuning of the threshold to define the fault state [14],
and prior knowledge of its fault state [15].

In our previous study, we explored a supervised learning
method with logistic regression for sensor fault detection in a
four-channel EMG system [16]. In this approach, the threshold
was determined by the learning method. However, its scalability
was limited since we needed to prepare every possible sensor
failure situation to train the supervised learning method. Our
previous method worked well with just a few sensor channels.
However, when we used too many sensor channels, it was al-
most impossible to collect data in advance from every possible
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Fig. 1. Schematic diagram of the proposed human movement model that ex-
plicitly considers possibility of EMG-sensor failure occurrence. In this model,
latent variable x, representing the internal state, is estimated from observed
EMG signals. Arrows from x to u indicate that EMG signals u are essentially
generated from movement intention x. We adopted graphical model represen-
tation [9]. Estimated joint torques (7), represented in internal state (x), control
an assistive robot while EMG signals (u) are observed. We used deviation of
measured correlation among all EMG sensor channels from proper muscular
coordination to detect anomalies in EMG sensor channels.

sensor failure situation because the number of combinations of
so many sensor channels was extremely large. We also needed to
derive different controllers for each sensor failure situation since
the input channels (from which the control inputs are derived)
were identified in our previous method. For these reasons, we
need a fundamentally different approach to cope with possible
failure situations with many sensor channels.

In this paper, we propose a human movement model to cope
with biosignal sensor failures while estimating joint torque from
myoelectric signals. In fact, using dynamics models to detect
anomaly situations is a common approach in the machine learn-
ing community [17].

Most previous EMG-based control studies considered EMG
signals to be the user control commands, and the user com-
mands of EMG signals are converted to the robot’s joint move-
ments by a linear conversion model [7], [8] or a nonlinear
neural network model [10], [18]. In this study with a human
movement model, we consider EMG signals to be observa-
tion variables and estimate the user’s intended movements from
observations (see Fig. 1). By framing the EMG-based control
problem as an estimation problem of the user’s movement in-
tentions from the observed EMG signals, we can handle sen-
sor failure situations as sensor noise problems. We propose a
human movement estimation model that takes uncertain ob-
servations into account. Sensor anomaly detection and joint
torque estimation are combined by exploiting human mus-
cular synergistic coordination measured from multiple EMG
electrodes.

In our preliminary study [19], we estimated one-DOF hu-
man joint movements using human muscular coordination to
control a one-DOF external robot device, even under sensor
failure situations. In this study, we show for the first time that
a four-DOF, upper limb exoskeleton robot [20] can be con-
trolled by the estimated joint torque from our proposed human
movement model. 16-channel EMG electrodes were used to ob-

serve multiple muscle activities. As a concrete task, five healthy
subjects performed a drinking motion in which we artificially
disconnected the EMG electrodes or detached one side of an
EMG probe from the skin surface. In addition, we intentionally
misplaced two of the EMG electrodes in the 16-channel and
tested every possible combination. Such anomaly situations are
difficult to detect because the sensor signals seem normal and
might cause significant estimation error.

The rest of this paper is organized as follows. In Section II, we
introduce our human movement model with an anomaly detec-
tion method. Section III explains the experimental setup and the
exoskeleton robot controller based on the estimated joint torque.
Section IV shows the experimental results. We present perfor-
mance results on anomaly detection, joint torque estimation
compared with conventional sensor failure recovery methods,
and online control performance on a 4-DOF exoskeleton as-
sist robot by five healthy subjects. In each result, our proposed
method has higher fault tolerability against all of the sensor
anomaly situations considered in this study than other conven-
tional methods. In Section V, we discuss the model selection
problem and the limitations of our proposed method. Finally,
we conclude in Section VI.

II. PROPOSED APPROACH

In our movement estimation approach, we used a movement
model composed of forward body dynamics, a torque pattern
generation model, and an EMG-signal observation model. We
assume that the joint movement intention is represented as a
sequence of joint torques. Later, we explain how we combine
these three models to estimate user movement intention.

A. Body Dynamics and Torque Pattern Generation Models

1) Forward Body Dynamics: As presented in Fig. 1, we
consider joint angle 6, angular velocity 0, and joint torque
7 as the internal state of a human movement model: x(k) =
0" (k), 07 (k), 77 (k)]T. As part of the human movement
model, we consider forward body dynamics with first-order
approximation as
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where M is the inertia matrix, F is the centripetal coriolis, and
G is the gravity force, all of which can be derived from the
identified exoskeleton robot parameters and the knowledge of
human body parameters [21]. wy and w, represent system noise
that can also be used to cope with modeling errors. At is the
sampling time.
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2) Torque Pattern Generation Model: Since we use linear
dynamics as the pattern generation model

r(k+1)= A [z(k)] LBk +w, (k) @
(k)

the overfitting problem can be more effectively avoided while
the model can represent movement trajectories better than
the constant model, which was frequently used for estimating
parameters in a state estimation model. However, the model
complexity can be selected based on the purpose of a target
task. Model parameters A and B can be derived from the mea-
sured motion profiles. Joint torque profiles that identify these
parameters are derived from the inverse dynamics of a subject
and a robot. These parameters were identified individually for
each subject in an identification procedure that took less than a
minute.

B. Observation Model

As presented in Fig. 1, processed EMG signals u in (4) are
the observation variables of a human movement model

u (k) =Cx (k) +v (k) 3)

where C is an observation matrix and v represents the observa-
tion noise. We used a linear observation model since previous
studies found that processed EMG signals can have a linear re-
lationship with joint torque [7], [8], [11]. In addition, we discuss
the suitability of linear models for our experimental setups us-
ing Akaike Information Criteria (AIC) in Section V. Processed
EMG signals u(k) = [u1 (k) uz(k), ..., ui(k),. .. u;(K)]"
are observed using M EMG channels. Each channel obser-
vation wu; is calculated from ¢th EMG signal e; by considering
nonlinearity [22]

_exp(ae;) — 1

i =

exp(a) — 1 @
where e; is the full-wave rectified and low-pass-filtered signals
of raw EMG signal z;.

Observation matrix C in (3) and nonlinear shape factor «
in (4) are optimized to minimize the following cost function:
S (u(k) — Cx(k))?, where x = [HT, éT,TT:|T
sured motion profiles for finding the model parameters and 7, as
in previous studies [8], [18], [23], which were computed from
the inverse dynamics of the arms of the subject and robot.

In this study, we design covariance R (k) of observation noise
v(k) ~ A4 (0,R(k)) in (3) so that the observation model can
treat sensor failure situations. The covariance is represented as

is the mea-

R(k)

O, + a0, S 0
_ Ge, + G0 G

0 e, tapyo,
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Here, o, indicates the basis noise variance that represents the
uncertainty from the sensor failure. The size of the uncertainty
is scaled with anomaly score a; of the ith channel, where the
anomaly score is calculated by monitoring the muscular coor-
dination introduced in the next subsection. In this study, we
simply set o, = 1, while this parameter could be optimized. o,
is the observation noise variance of each EMG sensor channel
without sensor failure situations.

C. Anomaly Score Calculation

Next, we introduce how we utilized human muscular coordi-
nation to detect sensor anomalies.

1) Synergistic Muscular Coordination: To some extent,
since muscle activities generate similar patterns in identical mo-
tions [24], the muscular coordination patterns measured from
multiple EMG electrodes retain nearly identical shapes during
similar motions if all the sensors are normal. Therefore, we can
detect the fault EMG sensors by monitoring the deterioration
of the synergistic muscular coordination that they caused. In
this study, we captured muscular coordination by the covari-
ance among multiple muscle activations measured by EMGs.
Given EMG sensor dataset Z as follows

2 = {z(k)|z(k) e RM [k =1,2,... N} (6)
where N denotes the number of samples and M denotes the
number of sensor channels, i.e., z = [21,22,...,2:] . 2 is the

standardized raw EMG signals measured by the ith channel.
The muscular coordination can be stochastically represented by
M -dimensional Gaussian distribution

1/2
A exp (1zTAz> (7)

N (2]0,A7") = i 5

where A € RM*M represents a precision matrix, which is the
inverse matrix of a covariance, and |A| denotes the determinant
of A.

2) Anomaly Score: The degree of sensor failure is repre-
sented by the anomaly score of each EMG channel. Here, we
introduce how to calculate anomaly score a; in (5). The dif-
ference between datasets 2 and & in terms of the ith sensor
channel is measured by the Kullback-Leibler (KL) divergence
of probabilistic models [25]

_ _ . h)
d77 = / 5(h; / () in P2 o (8)
i pj( ) pj( | ) p@(2i|hi) L

where h; = [21,...,21,2i11,...,2:1] , and the conditional
probabilities are modeled as multivariate Gaussian distribution.
Another measure, d¥7, can be obtained by replacing 2 with 2
in the aforementioned. In this study, & represents the reference
data measured without a sensor fault. On the other hand,
represents the newly observed data. Then, the anomaly score of
the ith variable is defined as follows [25]:

a; = max(d?'@, d?@). 9)

Using the aforementioned calculations, we derived the
anomaly score, which was previously used (5). The calculation
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method of KL divergence (8) from the observed EMG signals
is explained in the Appendix.

D. Internal State Estimation

By combining the forward body dynamics model (1) and the
torque pattern generation model (2), we can represent the move-
ment model as an autonomous system, i.e., dynamics without
explicit control input as

x(k+1) =H(x(k)) + w(k) (10)
where x(k) = [0"(k),0" (k), 7" (k)] and w = (wy,w,,

WTT]T. w(k) ~ A(0,Q(k)) is the zero mean Gaussian sys-
tem noise with @ as its covariance. H(x) represents the internal
state dynamics composed of functions (1) and (2).

Then, by considering the observation model introduced in (3),
we can estimate the internal state with a state estimation method.
For example, a Kalman filter was adopted to extract user motion
intentions from brain activities [26], and the Bayesian method
was used to estimate the human intentions [27]. We used the
extended Kalman filter [28].

III. EXPERIMENTAL SETUPS

Here, we introduce our experimental setups with which we
evaluate our proposed approach. First, we introduce our four-
DOF, upper limb exoskeleton robot. Then, we explain our model
parameter identification procedure and present experimental de-
signs in the last two subsections. As a target task to evaluate our
proposed method, we considered a drinking movement because
it represents a common daily movement. We evaluated our pro-
posed method with five healthy males (aged 24-32) who gave
informed consent.

A. Four-DOF Upper Limb Exoskeleton Robot

The estimated joint torques are used to control our 4-DOF,
upper limb exoskeleton robot actuated by pneumatic—electric
(P-E) hybrid actuators [20]. As depicted in Fig. 2, the upper
limb exoskeleton robot has four degrees of freedom: shoulder
flexion/extension (SFE), shoulder abduction/adduction (SAA),
elbow flexion/extension (EFE), and wrist flexion/extension
(WFE) joints. Each joint torque 7pay; is generated by a pneu-
matic artificial muscle (PAM), and the SFE and EFE joints are
also actuated by electric motor output Tyjoror- The PAM unit has
about 80—-100-ms latency to generate the joint torques. This slow
response is covered by the hybrid-driven electric motor in our
current system. On the other hand, even without compensation
by the electric motor, the latency of PAM control can be covered
by EMG-based control because the EMG signals were activated
to 60—100 ms prior to the actual limb movements [18]. The
details of the mechanical design and the torque-based control
method were previously presented [20].

B. Model Parameter Identification

We used a 4-DoF arm model for the forward body dynamics
in (1), the inverse dynamics model that was used to acquire
the torque pattern generation model in (2), and the observation

Bowden Cables

EFE( TAM +TMotor ) PAM  Load cells

Pulley WFE(TPAM)
1
Robot arm PAM unit
Fig. 2. Upper limb exoskeleton robot with four degrees of freedom: SFE,

SAA, EFE, WFE. SFE and EFE joints are actuated by PAMs and electric
motors. SAA and WFE joints are actuated by PAMs, located apart from joint
and robot links. Each PAM force is transmitted to joints through Bowden cables
and pulleys.

Ch1: Flexor carpi ulnaris

Ch2: Flexor carpi radialis

Ch3: Brachioradialis

Ch4: Extensor carpi radialis longus
Chb5: Biceps brachii short head
Ch6: Biceps brachii long head
Ch?7: Triceps brachii lateral head
Ch8: Triceps brachii long head
Ch9: Upper pectoralis major
Ch10: Lower pectoralis major
Ch11: Deltoid front part

Ch12: Deltoid middle part

Ch13: Deltoid back part

Ch14: Latissmus dorsi

Ch15: Teres major

Ch16: Trapezius

Fig. 3. EMG channel location. We used 16 channels to estimate 4-DOF joint
movements.

model in (3). We first measured the subject’s body parameters,
such as arm length and body weight. Then, we derived each link
weight of the arm and the center of each link mass by plug-
ging the body parameters into a formulation that was previously
introduced [21]. We identified the weight of each robot link
using a weight scale before we built the exoskeleton robot. We
then added the identified robot link weights to the subject’s link
weights where the center of the link mass (derived from the sub-
ject’s body parameter) was adopted to construct the arm model.
We ignored the joint friction since our exoskeleton robot’s joints
are highly backdrivable.

We measured the EMG signals from the right arms of the
subjects as they generated a drinking motion while wearing the
4-DOF exoskeleton robot. These prerecorded drinking motion
data for parameter identification were used to find the param-
eters of joint torque generators A and B in (2). We also used
16 Ag/AgCl bipolar surface EMG electrodes and measured the
EMG signals from 16 muscles (see Fig. 3). The bipolar surface
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Fig. 4. Three types of sensor anomaly situations: (a) EMG electrode sensor is
disconnected from amplifier; (b) one side of EMG electrode sensor is detached
from skin surface; (c) two EMG electrodes in 16 channels are misplaced.

was 1-cm intervals along the longitudinal axis of the muscle’s
belly. Using the encoder of the 4-DOF exoskeleton robot system,
we simultaneously recorded the SFE, the SAA, the EFE, and the
WFEFE angle trajectories. The sampled EMG signals were low-
pass filtered with a cutoff frequency of 2.6 Hz [29]. Then, the
processed EMG signals were used to calibrate the observation
model parameters C in (3) and « in (4). These model parameters
were identified individually for each participant since the quan-
tity of subcutaneous fat, skin impedance, and the way of using
the muscles to generate movements can differ among users.

Validation results of the acquired model parameters are pro-
vided in Appendix C.

C. Sensor Anomaly Situations During Joint Torque Estimation

In this study, we consider three types of sensor anomaly con-
ditions during the estimation of joint movements in drinking
motions in two different experimental setups. First, we artifi-
cially made two types of sensor fault conditions when the sub-
jects generated drinking motions. We disconnected the EMG
electrode sensor from the amplifier and called this the SDC
fault condition, and we detached one side of an EMG electrode
sensor from the skin surface and called this the SDT fault condi-
tion [see Fig. 4(a) and (b)]. Second, we intentionally misplaced
two EMG electrode connections in the 16 channels and called
this anomaly the SEM condition [see Fig. 4(c)]. To validate our
proposed method in the SEM condition, we tested all possible
anomaly combinations (;4Cs = 120).

D. Online EMG-Based Assist Control

Fig. 5 shows a schematic diagram of an online upper limb
exoskeleton control system. The exoskeleton robot is controlled
based on the estimated SFE, SAA, EFE, and WFE joint torques
of the subjects when they generate a drinking motion. The joint
torques are simultaneously estimated from the measured EMG
signals with our proposed method in which the anomaly scores
were monitored. Then, the estimated joint torques are converted

IEEE TRANSACTIONS ON ROBOTICS, VOL. 33, NO. 4, AUGUST 2017
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Fig. 5.

to air pressure and electric current commands to drive the upper
limb exoskeleton robot.

In our online robot control experiment, as an example, we
chose the sixth and eleventh EMG channels as simultaneous
SDC and SDT faults, where these channels mainly contributed
to estimate the shoulder and elbow joint movements.

IV. RESULTS

In this section, we first compared the anomaly detection per-
formance of our proposed method with the logistic regression
method introduced in our previous study [16] and with a thresh-
olding method in two simultaneous sensor fault conditions (SDC
and SDT). Second, we compared the estimation performance of
our proposed method with the threshold method against SEM
anomaly situations. Finally, we showed the online assist control
performance of an upper limb exoskeleton robot under sensor
fault situations. In concrete, we compared the joint torque esti-
mation performance of our proposed method with the standard
method that has no sensor fault tolerability. Moreover, we com-
pared the joint angle movements of our proposed method with
those of the standard method in a drinking-movement generation
task.

A. Anomaly Detection Performance

We compared the anomaly detection performances with five
subjects in terms of the area under the curve (AUC). We used
AUC for fair comparison since this value does not rely on the
threshold setting. Fig. 6 compares the threshold, logistic regres-
sion, and our proposed methods. AUC = 1.0 means that the
anomaly detection model is perfect; AUC = 0.5 means that
the anomaly detection performance is chance level. We applied
Welch’s t-test adjusted by Bonferroni correction to the AUC of
the logistic regression and the threshold method with reference
to our proposed method. We found a significant difference be-
tween the proposed and logistic regression methods (p < 0.05
for SDC and SDT) and the threshold method (p < 0.01 for
SDC), but no significant difference between the proposed and
threshold methods against SDT was observed.

The anomaly detection performance of the logistic regression
method was lower than the proposed method in both the SDC
and SDT conditions. This is because it was originally designed to
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Fig. 6. Anomaly detection performance with five subjects: We compared
AUGC:s of threshold, logistic regression, and our proposed methods against si-
multaneous SDC and SDT sensor fault conditions. AUC = 1.0 means that the
anomaly detection model is perfect; AUC = 0.5 means that anomaly detection
performance is chance level.

simply classify the normal condition and one particular anomaly
situation. Therefore, using the logistic regression method is inef-
fective for detecting sensor failure situations in which more than
one failure occurs at a time. Since logistic regression needs prior
knowledge of all the possible anomaly states to prepare classi-
fiers and estimation models to cope with anomaly situations, the
scalability is also limited. The anomaly detection performance
of the threshold method against the SDC fault condition is low,
but the burst signals in the SDC fault condition are apparently
easy to detect. Since the signal amplitude in the SDC condition
is very low, simply classifying the normal rest state and the SDC
condition with a threshold is difficult. These results show how
effectively our proposed method detected simultaneous sensor
faults.

On the other hand, in terms of efficiency, our proposed
method took 2.1 ms to calculate one step, but the simple thresh-
olding method only required 0.23 ms with a PC with an In-
tel(R) Core(TM) i7-3770K CPU at 3.5 GHz. Since our previous
method failed to adequately cope with sensor failure situations
with many sensor channels, we did not explicitly evaluate the
computation burden. Although our proposed method needed a
ten times longer calculation period than the simple thresholding
method, 2.1 ms for one step calculation was fast enough for
safely assisting human movements.

B. Joint Torque Estimation Performance

Here, we validate our proposed method of joint torque esti-
mation performance in SEM anomaly situations. In SEM situ-
ations, we consider all possible anomaly state combinations in
16-channels (15Cy = 120 patterns) for all five subjects. Since
it is difficult to use the logistic regression method in this case
(as explained in the previous subsection), we compared our
proposed method with the threshold method. For the thresh-
old method, we prepared two different torque estimation ap-
proaches: 1)Threshold+SW is a switching estimator approach
that we also used in the logistic regression method in our

o ©
T T

»
T
»44—444‘M+w* e+

———th e

RMSE of estimated joint torques [Nm]

.
:
+

e

I
I
I
I

T

1

! 1
—

Threshold+SW Threshold+KF Proposed

N
T

Fig. 7. Root mean squared errors (RMSE) between actual and estimated joint
torques combining all joints (SFE, SAA, EFE, and WFE) using Threshold+SW
method in which a reliable estimation model is selected based on anomaly
detection by Threshold+KF. Joint torques are estimated by a Kalman filter, and
equivalent values to the maximum anomaly scores are put into covariance R (k)
when fault signals are detected by the threshold and our proposed method with
five subjects against SEM sensor anomaly conditions. SEM sensor anomaly
situations were tested in all possible combinations (16Cy = 120 patterns) for
each subject. Therefore, each boxplot includes data from 600 samples. Mann—
Whitney test, adjusted by Bonferroni correction, was applied to three RMSEs;
significant differences exist among them (p < 0.01).

previous study [16]; and 2) Threshold+KF is a Kalman filter ap-
proach that we also used in our proposed method, as explained
in Section II.

In the threshold method, we first identified the minimum and
maximum linear envelopes of the EMG signals from the data
acquired in the normal condition. We used the minimum (3™*)
and maximum values (G™**) of the linear envelope of the EMG
signals as the upper and lower thresholds. We identified these
thresholds for each channel, meaning that each channel has
different upper and lower thresholds.

In the switching estimator approach, the torque estimators
were switched based on the switching condition defined by the
threshold as

Kou(k) (< B2 or i <)
ui < B or M <
K_, T ]{3 1 T [ ) )
i, Ju i, j( )(Uj<,3;mn0rﬂ;ndx<uj-

Kaiuan (k) (otherwise).

(k) =

(11)
Here, processed EMG signals u_;, u_; _; and uy are repre-
sented as

-
u; = [u17u27‘"7ui717ui+17~-‘7u]\f]
. T
u—j = [U17U27~~~ui—1;ui+la-~~7uj717uj+1>~~~7UM]
= T 12
Uy = [ug, U, ..., U] (12)

where parameter vectors K_;, K_; _;, and Ky are derived
from the training data used in Section III-B.

For the Kalman filter approach, we used the same frame-
work introduced in Section II. Since no anomaly scores were
provided in the threshold method, we manually designed cor-
responding constant value +; that is used in observation noise
covariance R instead of a; in (5), where we set the constant
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(A) (a) and (b) and (B) (a) and (b) show raw fault EMG signals. (A) (¢)—(f) and

(B) (c)—(f) show squared errors between actual and estimated joint torques: SFE, SAA, EFE, and WFE. (B) (g) and (h) show anomaly scores of fault EMG signals

(B) (a) and (b).

value to ; = 0 if the ith EMG signal state was within the nor-
malrange and to y; = a}*** if the ith EMG signal amplitude was
below lower threshold 3™ or above upper threshold 3%, We
identified the maximum anomaly score in SEM condition a;***
after we applied the proposed method. Therefore, this method
somewhat used the prior knowledge provided by our proposed
method. Note that this Kalman filter approach, i.e., using an ex-
tended Kalman filter as a torque estimation method while using
the threshold method as an anomaly detector, is also a novel
method.

Fig. 7 shows the torque estimation errors for all of the joints:
SFE, SAA, EFE, and WFE. Against the SEM sensor anomaly
situations, we compared the following three methods: 1) Thresh-
old+SW; 2) Threshold+KF; and 3) the proposed method. Our
proposed method’s RMSE is lower than the two threshold meth-
ods. We applied the Mann—Whitney test, adjusted by Bon-
ferroni correction to the three RMSEs, and found significant
differences among them (p < 0.01). We show the torque esti-
mation performances for each joint in Appendix (see Fig. 11).
These results clearly emphasize the advantage of our proposed
method.

C. Online EMG-Based Assist Control

In our online EMG-based robot control experiment, we com-
pared our proposed method with a standard method without fault
tolerability that always uses all of the EMG sensor channels to
derive the joint torques. In the standard method, as in a previous
work [7], [8], [11], we used the linear model to estimate the joint
torque from the EMG signals of all of the EMG sensor inputs
U,y in (12) as

T (k‘) = Kauuau(k‘). (13)

We applied both the standard method and our proposed
method to the SDC and SDT sensor failure conditions.

Fig. 8 shows the estimated joint torque performances of the
standard and proposed methods for one of the five subjects. (A)
(a) and (b) and (B) (a) and (b) show the raw EMG signal profiles
that include two types of sensor fault situations, SDT and SDC.
(A) (c)—(f) show the squared errors between each estimated joint
torque with the standard method and the actual joint torques,
where the actual joint torques were derived from the inverse
dynamics of a subject and the robot arms with the actual joint
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TABLE I
RMSE OF ESTIMATED TORQUE FOR EACH JOINT USING
STANDARD AND PROPOSED METHODS

Subject  Joint RMSE [Nm]
Normal Condition Fault Condition
Standard ~ Proposed  Standard ~ Proposed
A SFE 1.32 1.36 5.04 1.58
SAA 0.658 0.795 245 1.00
EFE 0.625 0.793 >10 2.83
WFE 0.135 0.121 0.178 0.128
B SFE 1.35 1.13 2.06 1.79
SAA 1.54 1.43 1.44 1.35
EFE 1.15 0.930 2.23 0.951
WFE 0.129 0.128 0.151 0.135
C SFE 1.18 1.19 >10 1.21
SAA 1.34 1.03 1.88 0.995
EFE 0.674 0.918 1.81 0.951
WFE 0.120 0.148 0.149 0.136
D SFE 1.07 0.748 >>10 0.771
SAA 0.767 0.671 0.792 0.660
EFE 0.794 0.751 1.18 1.09
WFE 0.138 0.110 0.131 0.127
E SFE 0.926 0.741 >>10 5.67
SAA 0.534 0.492 1.00 0.567
EFE 0.728 0.697 1.40 0.792
WFE 0.223 0.237 0.251 0.235

trajectories. (B) (c)—(f) show the squared errors between each
estimated joint torque with our proposed method and the actual
joint torques. (B) (g) and (h) show the anomaly scores of the
fault EMG channels. (B) (a) corresponds to SDT, and (B) (b)
corresponds to SDC.

As shown in Fig. 8 (A) (c)—(f), the large errors of the standard
method during the sensor fault condition degraded the estima-
tion performances. On the other hand, from (B) (¢)—(f) in Fig. 8,
the error of our proposed method was much smaller than the
standard method and successfully estimated the joint torques
even after sensor faults occurred.

Table I shows the RMSE between the actual and estimated
torques for each joint with all five subjects using two different
methods: the standard and our proposed methods during the
normal condition and the trial period, which includes the sen-
sor fault conditions. From Table I, the RMSEs of the standard
method always exceeded those of the proposed method when
the trials included the sensor failure periods. In the normal con-
dition, the RMSEs of the standard method resembled those of
the proposed method. However, in 13 of 20 cases, the proposed
method showed better estimation performances even in the nor-
mal condition. Since we selected the sixth and eleventh EMG
channels that contributed to estimate the SFE and EFE joint
movements, large differences in the estimation performances
between the standard and proposed methods can be observed in
the SFE and EFE joints. The torque estimation performance of
the SFE joint in subject E is worse than the others. This was
because the actual signal measured by the failure channel hap-
pened to resemble the normal condition’s signal. This situation
was difficult to cope with in the failure detection methods.

Sensor fault (SDC)
Sensor fault (SDT)

'y

Upper limbjexoskeleton robot arm tip trajectory
i e

Scaled Time

Fig. 9.  Control performance of upper limb exoskeleton: (a) Standard method.
Robot movement almost stopped after sensor failure occurrence. (b) Proposed
method. Drinking motions were successfully generated with our proposed
method even during sensor fault periods.
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Fig. 10.  Exoskeleton assist control performances of standard and proposed

methods across all five subjects. Errors of our proposed method with sensor
failures were smaller than the standard method.

Fig. 9 shows the control performance of our upper limb ex-
oskeleton robot. When we used the standard method, the robot
movement almost stopped after sensor failures. On the other
hand, drinking motions were successfully generated with our
proposed method even during sensor fault periods.

In Fig. 10, we show the joint angle estimation errors of the
standard and proposed methods by comparing the control perfor-
mance of our proposed method with that of the standard method
in movement trials that include the sensor failure conditions.
We also applied Welch’s ¢-test to the RMSE of each joint and
found significant differences: SFE (p < 0.05), SAA (p < 0.05),
and EFE (p < 0.01). We found no significant differences in the
WEE joint. The fault channel selected in this online experiment
made a small contribution to the WFE torque estimation.

From these results, the standard method’s errors were large
when the movement trial periods included sensor faults. On the
other hand, the control performances of our proposed method
with the sensor failure periods were much better than those
of the standard method. Some error remained even when we
used our proposed method, partly due to the variations of
the subjects’ intended drinking movements (see Fig. 12 in
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Appendix B). These results clearly show the advantage of using
a human movement model for EMG-based assist robot control.

V. DISCUSSION

Although previous studies experimentally proved the suitabil-
ity of using linear models to describe the relationships between
joint torques and EMG signals, we further investigated the ap-
propriateness of linear models in our experimental setups with
the AIC to select models to describe the relationship. We found
that first-order (linear) models were selected based on AIC in
58 out of 80, where we calculated the AIC for all the EMG pro-
files measured from all five subjects with all 16 sensor channels.
These results suggest that using linear models is an appropri-
ate approach to describe the mapping between joint torque and
EMG.

The Kalman filter was also previously used [26] for estimat-
ing movement intentions from biological signals. However, that
work [26] directly estimated the movements from the brain ac-
tivities of monkeys, not EMGs measured from a human subject.
Moreover, it did not deal with anomaly detection; our main claim
is the usefulness of an internal model to cope with anomaly sit-
uations.

We considered three different types of anomaly situations.
To the best of our knowledge, no proposed systematic approach
can cope with all three types of anomalies. Therefore, coping
with different failure situations with just one anomaly detection
method seems crucial.

Although we used the Gaussian distribution model in (7), we
do not aim to precisely identify EMG signal distribution; our
goal is finding anomaly correlation structures. Therefore, EMG
signals do not need to be Gaussian distributed, as empirically
investigated [25], [30]. However, since muscular coordination
(with which anomaly scores are calculated) can depend on target
movements, we need to identify the synergistic muscle patterns
for each one. To cope with this possible limitation, explicitly
considering the dissimilarity of muscular coordination patterns
[31] is an interesting future direction.

By scrutinizing the video of our experiments, we observed the
movement delay of the exoskeleton robot during its downward
arm motion. This might reflect the outgassing latency of the
PAM of one side of the cocontracting air muscle system. If
so, we might be able to fix this delay by carefully conducting
system identification of the air muscle system by following our
recent study [32]. Since we recorded the video during the normal
sensor condition, this delay was not caused by the amplitude
of the anomaly scores that affects the joint torque estimation
process.

VI. CONCLUSION

We proposed a human movement model both for EMG-
based assistive control and biosignal-sensor-failure detection.
We combined the sensor anomaly detection and joint movement
estimations by exploiting the human muscular coordination pat-
terns measured from multiple EMG electrodes. Our proposed
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model estimates the intended movements by observing EMG
signals while uncertain observations were taken into account.
To validate our proposed method, we used 16-EMG channels
and a 4-DOF upper limb exoskeleton robot driven by estimated
joint movements with five healthy subjects who performed a
drinking motion. In this study, we considered three types of
anomaly situations: 1) an EMG electrode disconnected from an
amplifier (SDC) 2); an EMG channel detached from the skin
surface (SDT); and 3) two EMG electrodes connections were
misplaced (SEM).

Our proposed model successfully detected anomaly sensors
and estimated the joint movements of the subjects. In addition,
with our proposed method, five healthy subjects successfully
controlled a 4-DOF upper limb exoskeleton robot to generate
drinking motions even under two EMG sensor simultaneous
fault conditions: SDC and SDT. Our results show the useful-
ness of a human movement model for EMG-based assistive
control using multiple electrodes. We have already applied our
proposed approach to a 1-DOF exoskeleton robot in a previous
preliminary study [19] and a 4-DOF exoskeleton robot in Fig. 2.
Therefore, our proposed approach is not specific to particular
hardware. Our future study will apply our proposed method to
other types of exoskeleton robots, such as lower limb exoskele-
ton robots [33], [34].

In addition, we will extend this approach to deal with a wider
variety of movements with multiple sensor channels while deriv-
ing the parameters of a human movement estimation model from
the data acquired from other people using our previously pro-
posed transfer learning approach [35], [36]. Such transfer learn-
ing approaches could also be used to develop a user-independent
biosignal sensor failure detection method.

APPENDIX A

Here, we introduce how to derive synergetic muscle coor-
dination from the observed EMG data and the KL divergence
between the reference and current muscle coordinations.

We assume that datasets & have been standardized to have
zero mean and unit variance. Then, empirical covariance matrix
3 of the EMG datasets is given as

1
= ;z(k)z(k)T. (14)

Next, we derive precision matrix A of the multivariate Gaus-
sian in (7). However, since the sample covariance matrix is
often rank deficient and no inverse exists, using a regulariza-
tion method is necessary. As previously suggested [37], [38],
we consider L -norm regularization to find the sparse precision
matrix by maximizing the objective function

A" =argmax[In|A| — tr(ZA) — p||[A||1].  (15)
A

When the block coordinate descent algorithm is used for the
objective function in (15) [37], [38], we focus on particular
single channel z; and set a partition for the precision matrix A

and its inverse as

A:(Ll>,EEA1:

iy (16)

S s
(27)
where the rows and columns are always arranged so that the
z;-related entries are set in the last row and the last column.
Therefore, L, S € RM-Dx(M-1) 3 "5 ¢ R,andl,s € RM 1

Then, since we assume a Gaussian distribution, as in (7),
expected KL divergence d; can be computed [25] as

1
2 A A

+;{lni+a(x)\)}.

1St 1's1

a7

d;, which measures the change in the neighborhood graph of the
ith node, was used in (9).

APPENDIX B

Here, we compare the joint torque estimation errors for each
joint against SEM anomaly situations in Fig. 11. In the SEM
situations, we consider every possible anomaly state combi-
nation in the 16 channels (;4Cy = 120 patterns) for all five
subjects.

We also show the mean and standard deviation of the joint
angle trajectories freely generated from each subject without
exoskeleton robot assist control in Fig. 12. We computed these
trajectories with the data from four trials for each subject.

APPENDIX C

To validate the acquired dynamic model, we evaluated the
errors between the estimated and measured joint angles during
drinking movements. Since the joint angle estimation perfor-
mance depends on the acquired dynamic model’s validity, we
validated its acquired parameters by evaluating the joint an-
gle estimation errors. Fig. 13 shows the validation results. The
RMSEs of each estimated joint angle are much smaller than
the joint movement ranges. This result indicates that the model
parameters were properly estimated.
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