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V (x(t)) = E r(t) + r(t +1) + 2
r(t + 2) + | u = g(x)[ ]

Example: Navigation 
– Reward field 
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– Bellman  

 

–

V
*
(x) =max

u

E r(x(t), u) + V
*
(x(t +1))[ ]

(t) = r (t) + V(x(t +1)) V(x(t))

V(x(t)) := (1 )V(x(t)) + (t)

Q(x(t), u(t)) := (1 )Q(x(t), u(t)) + (t)

TD

 

V (x(t)) = (t)

 

Q(x(t),u(t)) = (t)

 

(t) = r(t) + V (x(t +1)) V (x(t))

  

 

V (x(t)) = E r(t) + r(t +1) + 2
r(t + 2) +[ ]

–  

–  

 

– TD  

 

u(t) = argmax
u

Q(x(t),u)

 

Q(x(t),u) = E[r(x(t),u) + V (x(t +1))]

(Schultz et al. 1993) 
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Endo G, Morimoto J, Matsubara, T., Nakanishi J, Cheng G: Learning 

CPG sensory feedback with policy gradient for biped locomotion for a 

full body humanoid. 

Intelligence, AAAI-05 (2005)
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Morimoto J. and Doya K.: Acquisition of stand-up behavior by a real robot using

hierarchical reinforcement learning. Robotics and Autonomous Systems, 36, 37-51 (2001)

 

Learn appropriate actions and sub-goals for 
the observed situation. 

– Database initialized with supervised data; 
observes human player. 

– Actions: Right bank shot, left bank shot, 
etc. 

Learn by adjusting the distance to the query 
point within the database. 

– Data is retrieved using locally weighted 
learning (LWL) techniques. 

– Weights are updated using Q learning 
techniques. 

Agent receives feedback (reward 
and penalty) while playing. 
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Haruno M, Kuroda T, Doya K, Toyama K, Kimura M, Samejima K, Imamizu H, Kawato M: 

A neural correlate of reward-based behavioral learning in caudate nucleus: a functional magnetic

 resonance imaging study of a stochastic decision task. Journal of Neuroscience 24, 1660-1665 (2004)

 
 

 

 

Spiral Connections between Striatum and VTA/SNc 

Haber et al. (2000,2003) 
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V(S( ), t)



Collaboration 

with/without 

Symbol 
Two agents (cart-poles) need to collaborate because 

pole tips are connected by a spring 

Inference of intension of other agent is necessary 

With and without direct symbol communication 
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