










five subjects. This data (5 subjects � 12 points � 60 data points) were
collected, and a t-test was performed to determine difference from
zero. A similar procedure was used to determine the co-activation
difference between two occurrences of a disturbance frequency in the
same trial (orange lines in Fig. 4B). The difference of co-activation
value for the five subjects (5 subjects � 2 trials � 10 data points) were
collected and analyzed using a t-test as before.

R E S U L T S

No global optimization

In our experiments, subjects could keep their wrist joint
angle within the target while it was perturbed, either by
co-contracting, or conversely by relaxing their muscles. The
perturbation frequency was varied, which gave rise to trajec-
tories of the co-contraction level as a function of the time. The
results from five subjects performing this task in environment
1 of Fig. 1 are shown in Fig. 2A (detailed results are available
in the supplementary figures). The three trajectories performed
by each subject in the same set were very similar, with a mean
intra-set SD of �4.75% of the MVCA and are thus represented
by the mean set trajectory.

The subjects started the experiment with a set of free trials
(white traces of Fig. 2A). When forced to start in the other
region (blue trace in Fig. 2A), all subjects adopted a new
trajectory. In the next three free trials (green trace), the subjects
followed a trajectory similar to the one in the forced trials (as
shown by the absence of red in column 2 of Fig. 2B), with little
difference (�7% of MVCA) between the set trajectories (B).
After being forced back to the initial region (yellow trace), the
subjects again followed the forced trajectory in all the subse-
quent free trials (red trace).

By repeatedly letting a subject start in the low region, his or
her CNS was given the opportunity to explore the global
minimum where the task could be achieved with less effort.
After this exposure, the subsequent three free trials followed
the same trajectory as the forced trials, indicating that the CNS
realized the new trajectory. However, when forced back to the
local minimum of the high region, the subject similarly fol-
lowed the new, nonoptimal forced trajectories. This behavior
was consistent in all of the subjects tested (Figs. 2A and 3A and
Supplementary Fig. S1 and S2). The CNS clearly did not
consider the global minimum for adapting the motor behavior.
Even after having experienced the low region, subsequent free

FIG. 2. Trajectories that 5 subjects used to perform the task described in Fig. 1. A: traces represent the average trajectories over 10 s and 3 trials, and the
maximum and minimum (error bars) over the 3 trials of each set. After the 1st set of 3 free trials (white trace), the subjects were forced (blue) into the region
other than what they take in the 1st set, following which they make another set of free trials (green). They were then forced back into the 1st region (yellow)
and then let free again (red) in the last set (detailed plots available as Supplementary information). The average absolute co-activation difference between
consecutive set trajectories (B) were plotted for the subjects when the consecutive trajectories lie in the same (yellow) or different regions (red) and when either
one or both trajectories are crossing between regions (orange). The error bars show SD over the entire trial. The difference between consecutive forced and free
sets (2nd and 4th columns) is obviously lower (with P � 0.001) than that between the free and next forced set to the other region (1st and 3rd columns), while
the 2 tall and 2 short columns were equal in height (with P � 0.70 and P � 0.16, respectively). The shorter columns have no red and are mainly yellow, indicating
that for all the subjects, every free set was in the same region as the previous forced set. Note that the 2nd subject showed a tendency to jump regions in the
forced condition.
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trials were not performed in the low region which costs less
effort.

Evidence of motor memory

In all subjects, a strong tendency was observed to perform
free trials with a similar trajectory as they had chosen in the
preceding forced trials (as shown by the short columns 2 and 4
of Fig. 2B). If this corresponds to an effect of motor memory,
one could expect that the free trials also influence the subse-
quent forced trials. However, such a tendency was observed
only in one of the five subjects (Fig. 2A, 2nd panel), whose
forced trajectories, after the initial forced period, converged to
the previously performed free trajectories.

The large co-activation difference between the high and low
regions of the environment of Fig. 1 might have prevented this
tendency to express itself in the other four subjects. To test this
eventuality, 10 new subjects performed a second experiment
with a similar protocol but using environment 2 in which the
co-activation difference between the high and low regions
slowly decreased with time. We refer to this as a tapering
environment (Fig. 3). All these subjects again performed free
trials similar to the previous forced trials (Fig. 3A and Supple-
mentary Fig. S2), but, importantly, a similar tendency was now
also observed in the forced trials. The subjects initially used a
different region when forced to do so (red sections of columns
1 and 3 in Fig. 3A) but converged with time to the previous free
trials (yellow sections of columns 2 and 4), jumping over the

narrower intermediate region (orange sections of the columns
in Fig. 3B) to do so.

In the first set of free trials (white traces in Fig. 3A), 5 of the
10 subjects adopted the low region while the others used the
high region. Depending on the region selected in the first free
trials, the succeeding forced trials showed a tendency to follow
the previous free trials, jumping between regions to do so
(three jump to the low while seven toward high region). The
next free trials then followed the forced trials, again jumping
between the regions at the same frequency as the forced trials.

When the subjects jump between regions, the error and
effort (when jump is from low to high region) is high. How-
ever, they repeated the jump in the forced trials and then in all
the three free trials that follow. Even though the subjects saw
their error increasing during the jumps, they were still com-
pelled to repeat the same behavior in all the trials with jumps
taking place at about the same frequency each time.

These observations indicate the presence of a motor mem-
ory. This major determinant of motor behavior could even
over-weigh the error-effort cost if it was not large as was
demonstrated by the second experiment.

Local optimization

To interpret the way subjects performed the wrist muscles
co-contraction task, we assume that they tried to minimize a
generic cost function of error and effort of the form

FIG. 3. Motor memory in forced trials. Ten subjects performed in environment 2 with tapering intermediate band, of which 5 representative subjects are shown
in A. The trajectory differences (B) are plotted similar to Fig. 2B. Compared with the 1st experiment, a large part of the tall columns is orange as 4 of the 5 subjects
jumped across the regions in the forced trial to converge to the previous free trials.
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V(e, u) � 	(e) � 
(|u|) (3)

where 	 and 
 are any positive, monotonically increasing
functions representing the error and effort costs, respectively,
e is the task error and u � (u1, . . . , un) the activation of the n
muscles involved in the task. While the effort cost is larger in
the high region than in the low region (Fig. 1E), the error cost
is similar in both of these regions (see Experiment and con-
trol). Therefore for any cost of the form given by Eq. 3, the
high region represents a local minimum while the low region
represents the global minimum of the cost function. The new
paradigm introduced in this paper is thus characterized by clear
and controllable multiple optima of the error-effort cost.

While global optimization was not observed, all 15 subjects
in these two experiments showed evidence of local optimiza-
tion of effort. As the task requirement did not specify any
particular amplitude below the target amplitude, error cost may
be considered to be constant within the high or low region
where the amplitude is within the target level. Proving local
minimization in this case is trivial, as all the subjects showed
a decrease of co-activation in the high region as the trial
proceeds, even when maintaining the same high level would
have satisfied the task.

However, the subjects may have tried to minimize their wrist
movement amplitude even once inside the target. In this case,
a more detailed proof of local minimization is required that we
show for the second environment that has more subjects to
analyze. Figure 4A shows the constant wrist movement ampli-
tude contours for the second environment. Except during
inter-region jumps, throughout each trial, all the subjects used
trajectories between the theoretical error optimal (red) trajec-
tory and effort optimal (blue) trajectory (Fig. 4A and Supple-
mentary Fig. S2), indicating that they minimize both error and
effort. Furthermore, note that in both the high and low regions,
where the task is satisfied, the contours have a slope of
�0.118%/s. Thus at any time point, while a negative trajectory
slope would decrease the co-activation, a slope smaller than
�0.118%/s would increase the wrist amplitude. The average
slope over all the trials across subjects (excluding the 1st 30 s

to avoid the inter region jump) was found to be �0.252%/s and
significantly smaller than the contour slope of �0.118%/s (P �
0.002). This means first that the subjects decreased the wrist
co-activation level, and hence effort, as keeping the same level
would still keep the red bar inside the yellow target. Second,
this means that they decreased the co-activation level, even if
this meant to increase the movement amplitude.

Subsidiary experiment

Finally, in the subsidiary experiment the subjects adopted the
same region in the third and fourth trials even when the distur-
bance frequency was reversed (P � 0.35). When the disturbance
frequency was changed abruptly (red arrow) in the last 10 s of the
(3rd and 4th) trials, the subjects revert back to the co-activation
level (P � 0.78) that they had used with the gradual frequency
change (orange lines) even when the current co-activation
would have satisfied the task.

Conclusion

Contrary to common intuition, the observations from the
preceding two environments indicated that vibratory distur-
bances did not necessarily lead to a high co-contraction in
subjects (with around half of the tested subjects took the low
region in their 1st free trials). When forced to do so, subjects
adopted a trajectory that did not minimize effort, even having
previously realized a lower effort trajectory. The effort differ-
ence being large between the two trajectories (�40% MVC in
environment 1), this behavior was not due to the inability of the
CNS to distinguish the two effort costs. The behavior seems to
originate from some motor memory, which compels the CNS
to follow a previous motor activation pattern even if it was not
globally optimal. However, co-activation could be relaxed
along a chosen trajectory yielding local minimization of effort.

While motor memory was shown to be present in every
(forced or free) movement, it was not always prevalent over
error and effort. The memory effect could be overweighed if
the error and effort cost is high as illustrated by the experiment

FIG. 4. Evidence of local optimization (A) and of the memorized mapping (B). The wrist amplitude contour map of the environment in A shows the similar
depth of the 2 regions in which the task is satisfied. In these regions, the wrist amplitude decreases as the co-activation increases and follows a slope of
�0.118%/s. Schematics of the (theoretical) optimum error minimization (red line) vs. pure energy minimization (blue line) have been plotted. All subject
trajectories from second environment were within the blue and red traces and have a slope less than the contours, i.e., �0.118%/s, thus showing local optimization
of effort by subjects. To check the nature of task mapping (B), 5 subjects (different color traces) performed 3 trials with perturbations of increasing frequencies
(top shows the 3rd trial) followed by a trial with decreasing frequencies (bottom). The subjects adopted the same region in the 2 trials with similar trajectories
(P � 0.35). When the disturbance frequency was changed abruptly (red arrow) in the last 10 seconds of the (3rd and 4th) trials, the subjects revert back to the
co-activation level (P � 0.78) that they had used with the gradual frequency change (orange lines). This shows the presence of a mapping between disturbance
frequency and co-activation. The trajectories are plotted as in Fig. 2A.
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of Fig. 2 and conversely the memory could over-weigh the
error- effort cost (jumping behavior of Fig. 3). Thus it seems
that motor memory, error and effort together determine the
subject behavior.

D I S C U S S I O N

Study of optimization in motor control has typically focused
on tasks involving a single optimum, perhaps because of a
belief that the human CNS can always converge to the optimal
solution with sufficient experience. However, many motor
tasks are characterized by multiple optima, and the conver-
gence to optimal muscle activation patterns may be very
difficult due to complex dynamics of the musculoskeletal
system. In this context, our experiments enabled a systematic
investigation of optimization in tasks with multiple optima.

The first main observation from the experimental results is
that the realization of the global optimum (in terms of being
able to independently track it) is not sufficient to adopt it. Even
in our simple one joint paradigm, when the subjects were
forced away from a realized global optimum, they kept the
forced nonoptimal trajectory in the following free trials instead
of going back to the optimal trajectory that they had previously
performed.

This behavior seems to originate from some unconscious
memory of the muscle activations that prevents immediate
change of activation patterns in consecutive trials. We used a
qualitative questionnaire to examine what the subjects believed
they were doing. When asked if they had any particular
behavioral strategy during the task, 8 of the 10 subjects (who
performed in environment 2) replied that they had none and
only tried to keep their wrist movement inside the target as
much as possible. The two other subjects replied that they tried
to maintain a constant co-activation level once they saw the
task was being satisfied though their co-activation level varied
over time similar to the other subjects. Seven of the subjects
confirmed that they had no difficulty starting at a given level in
the forced trials, whereas three replied that they found the first
forced trial difficult and the subsequent ones easier, which
would correspond well to the formation of a memory in the first
forced trial and its use in subsequent trials. In summary, the
subjects seemed to believe that they performed a visual feed-
back task and were completely unaware of the repetitive
pattern in their behavior. This pointed to the fact that this
behavior was not an assimilation of distinct discrete choices by
the subjects.

In psychology, memory is defined as an organism’s ability to
store, retain, and recall information, and information pertaining
to muscle activations is referred to as motor memory. Motor
memory has been examined extensively (Adams and Dijkstra
1968; Stamm and Kelso 1978; Stelmach and Kelso 1975) as a
conscious recollection process but not as an unconscious pro-
cess that can interfere with behavior. While motor pattern
retention effects were presented in recent studies (Muller and
Sternad 2004; Quaney et al. 2003), our study shows for the first
time through a multi-solution task that motor memory can
impede optimality of motor behaviors.

The subsidiary experiment examined how this motor mem-
ory works. As one can see in Fig. 4B, the subjects adopted a
similar level of co-contraction as they had used previously,
when the frequencies were reversed or changed suddenly (even

when the current level would have satisfied the task). This
indicated that the observed behavior cannot be attributed to
memory of instructions given to the subject (like in the forced
trials) but originates from a mapping between motor activation
and disturbance frequency.

However, these results were obtained with an essentially
isometric task. Although in the bicycle and water in cup
examples (in INTRODUCTION), the perturbations are in the null
space of the movement and thus essentially isometric, in other
real situations, the dynamics of the body will also interact with
these perturbations and may also provide additional feedback
that is absent in our setup. Therefore while it is not completely
clear how the observed effects would translate to movement
tasks, our results show an example where the variables com-
monly presumed to determine motor behavior (error and effort
being the most popular) do not capture human behavior com-
pletely. In relatively common multi-solution tasks involving
muscle co-activation, motor memory may be an important
factor that significantly influences motor optimization.

On the other hand motor memory and local optimization
may also be affecting movement tasks. This is illustrated in
sports by the catastrophic evolution of the high jump style.
After years of adaptation, by the 1960s, the “straddle” style of
high jump was considered to be most efficient until a self-
styled athlete called Dick Fosbury introduced the “Fosbury
flop,” a radically new style that can be shown to be more effort
efficient than the straddle (Dopena 1980). Although this crude
example may have involved other logistical factors, it shows
that even after years of exploration, we may not be performing
tasks optimally. The large kinematic differences between the
straddle and the Fosbury flop gives some indication of how
difficult it can be to converge from a sub-optimal local opti-
mum (like straddle) to the global optimum (like that of the
Fosbury flop).

Therefore instead of attempting global optimization, the
CNS may rather remember any task satisfying solution and use
it to solve the task. This behavior corresponds to the motor
memory observed in our results, where even after previous
exposure to the optimal solution, the CNS followed the recent
sub-optimal solution. The muscle activations can however be
locally optimized (Franklin et al. 2008).

Although our study did not check for retention effects over
days, we checked to confirm that a chosen sub-optimal solution
did not change even with continuous environment exposure of
�1 h. Considering that consolidation is known to occur in
much shorter time periods (Smith et al. 2006), this suggests the
importance of training “correct” motor behaviors in rehabili-
tation and physical education.

While the CNS can automatically optimize tasks locally,
global optimization of effort and error may require a conscious
effort by the individual or an external influence as in the forced
behavior of our experiment. A teaching signal or reference like
that of Fosbury may be required to make the CNS realize a
globally optimal behavior. The competitive advantage of opti-
mal behaviors may explain why the human brain is equipped
with explicit networks for imitation learning (Rizolatti and
Craighero 2004). Imitation behavior may help humans achieve
gross convergence to globally optimal solutions realized by
experienced individuals, while local optimization of newly
adopted behaviors in regard of error and effort would automat-
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ically arise with repeated practice (Franklin et al. 2008; Izawa
et al. 2008).
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