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Recently, we proposed a method to estimate repetitive spatiotemporal patterns from resting-state brain activity
data (SpatioTemporal Pattern estimation, STeP) (Takeda et al., 2016). From such resting-state data as functional
MRI (fMRI), STeP can estimate several spatiotemporal patterns and their onsets even if they are overlapping.

Eiifzsm brain imaging data exchange Nowadays, a growing number of resting-state data are publicly available from such databases as the Autism Brain
(ABIDE) ging & Imaging Data Exchange (ABIDE), which promote a better understanding of resting-state brain activities. In this

fMRI study, we extend STeP to make it applicable to such big databases, thus proposing the method we call BigSTeP.
From many subjects’ resting-state data, BigSTeP estimates spatiotemporal patterns that are common across
subjects (common spatiotemporal patterns) as well as the corresponding spatiotemporal patterns in each subject
(subject-specific spatiotemporal patterns). After verifying the performance of BigSTeP by simulation tests, we
applied it to over 1,000 subjects’ resting-state fMRIs (rsfMRIs) obtained from ABIDE I. This revealed two common
spatiotemporal patterns and the corresponding subject-specific spatiotemporal patterns. The common spatio-
temporal patterns included spatial patterns resembling the default mode (DMN), sensorimotor, auditory, and
visual networks, suggesting that these networks are time-locked with each other. We compared the
subject-specific spatiotemporal patterns between autism spectrum disorder (ASD) and typically developed (TD)
groups. As a result, significant differences were concentrated at a specific time in a pattern, when the DMN
exhibited large positive activity. This suggests that the differences are context-dependent, that is, the differences
in fMRI activities between ASDs and TDs do not always occur during the resting state but tend to occur when the
DMN exhibits large positive activity. All of these results demonstrate the usefulness of BigSTeP in extracting
inspiring hypotheses from big databases in a data-driven way.

1. Introduction

Over the past decade, resting-state (or spontaneous) brain activities
have attracted great interest from the neuroscience community.

In nonhuman studies, spontaneous brain activities have been re-
ported to include repetitive spatiotemporal patterns (e.g. Ikegaya et al.,
2004). Here, spatiotemporal patterns are defined as activities repre-
sented by two-dimensional matrices of channel x time (Fig. 1A). Because
such patterns resemble the preceding brain activities during tasks, they
are assumed to reflect past experiences embedded in neural circuits
(Foster and Wilson, 2006; Han et al., 2008; Ji and Wilson, 2007; Wilson
and McNaughton, 1994). Furthermore, Dragoi and Tonegawa (2011,

2013) reported that the spatiotemporal patterns are predictive of future
brain activities during tasks, suggesting they contribute to encoding
future novel experiences. Theoretical studies have implied that encoding
information by spatiotemporal patterns offers advantages in terms of the
computational efficiency of pattern recognition and memory capacity
(Hopfield, 1995; Izhikevich, 2006). All of these studies highlight the
significance of examining spatiotemporal patterns in spontaneous brain
activities.

In human studies, functional connectivities of resting-state functional
MRI (rsfMRI) have been widely examined (Beckmann et al., 2005; Biswal
et al., 1995, 2010; Fox et al., 2005; Fox and Raichle, 2007; Raichle et al.,
2001; Smith et al., 2009). Functional connectivity is the correlation of
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Fig. 1. Assumption of BigSTeP. (A): As with STeP (Takeda et al., 2016), resting-state data of a subject is assumed to contain several unknown spatiotemporal patterns
at unknown onsets. Spatiotemporal patterns are defined as activities represented by the two-dimensional matrices of channel x time. (B): Schematic representation of

Eq. (2). Note that usx(t) takes a binary (0 or 1) value.

fMRI time series across regions, and it is analyzed using either seed-based
correlation (Biswal et al.,, 2010) or independent component analysis
(ICA) (Beckmann et al., 2005). Several sets of correlated brain regions, or
resting-state networks (RSNs), have been identified, such as the default
mode network (DMN) (Fox et al., 2005; Raichle et al., 2001).

On the other hand, the dynamics of rsfMRIs at a shorter time scale
have been examined based on various features, such as dynamic func-
tional connectivity (Allen et al., 2014; Xie et al., 2019) and co-activation
pattern (CAP) (Liu et al., 2013, 2018; Liu and Duyn, 2013). Dynamic
functional connectivity reveals short-term temporal changes in func-
tional connectivity, and CAPs reveal repetitive spatial patterns repre-
senting co-occurring activities. Furthermore, repetitive spatiotemporal
patterns have also been estimated from rsfMRIs. By using a
template-matching algorithm, Majeed et al. (2011) revealed spatiotem-
poral patterns involving activation alternating between areas comprising
the DMN and the task-positive network. Recently, we developed a
method to estimate repetitive spatiotemporal patterns from resting-state
brain activity data (SpatioTemporal Pattern estimation, STeP) (Takeda
et al., 2016). Without needing the information of onsets, STeP can esti-
mate several spatiotemporal patterns even if they are overlapping. By
applying STeP to rsfMRIs, we revealed spatiotemporal patterns that are
assumed to represent propagating fMRI activities along the cerebral
blood flow.

Nowadays, a growing number of rsfMRIs are publicly available from
such databases as the Autism Brain Imaging Data Exchange (ABIDE) (http
://fcon_1000.projects.nitrc.org/indi/abide/) and the Human Con-
nectome Project (HCP) (https://www.humanconnectome.org/). ABIDE I
provides 1,112 subjects’ rsfMRIs, including subjects with autism

spectrum disorder (ASD) and typically developed (TD) individuals, while
HCP Young Adult provides over 1,100 subjects’ rsfMRIs along with
various behavioral data. Such big databases have promoted a better
understanding of rsfMRIs. For example, the functional connectivities
common across subjects were revealed by using group ICA. In this
method, ICA is applied to all sets of rsfMRIs concatenated across all
subjects (Calhoun et al., 2001; Smith et al., 2009), providing robust
knowledge on functional connectivity. Furthermore, by combining group
ICA with dual regression, the individual differences of the functional
connectivities were examined (Biswal et al., 2010; Nickerson et al.,
2017). In this procedure, IC maps obtained by group ICA are used as
templates to identify the corresponding IC maps in each subject. The
obtained subject-specific IC maps enable us to examine the relationship
between functional connectivity and brain functions.

Likewise, estimating spatiotemporal patterns from such big databases
will provide robust knowledge on the spatiotemporal dynamics of
rsfMRIs and their functions. However, STeP is not suitable for analyzing
many subjects’ resting-state data. To estimate the spatiotemporal pat-
terns that are common across subjects, STeP must be applied to very long
data concatenated across subjects. This requires a huge amount of
memory to store the concatenated data and a long time to search for the
onsets of the spatiotemporal patterns.

In this study, we extend STeP so that it can be applied to big databases
(BigSTeP). From many subjects’ resting-state data, BigSTeP estimates
spatiotemporal patterns that are common across subjects (common
spatiotemporal patterns) and the corresponding spatiotemporal patterns
in each subject (subject-specific spatiotemporal patterns). In BigSTeP,
multiple subjects’ data are handled separately, so its required memory
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can be reduced to that of a single subject. Furthermore, BigSTeP searches
for the onsets of the spatiotemporal patterns for each subject, which
limits the search space of the onsets and reduces the computation time
needed to solve the optimization problem. After verifying the perfor-
mance of BigSTeP by simulation tests, we applied BigSTeP to over 1,000
subjects’ rsfMRIs obtained from ABIDE I. This revealed two common
spatiotemporal patterns and the corresponding subject-specific spatio-
temporal patterns. We examined the relationships between these patterns
and RSNs. Then, we examined the differences in patterns between ASDs
and TDs. All of the above analyses demonstrate the usefulness of BigSTeP
for extracting inspiring hypotheses from big databases in a data-driven
way.

2. BigSTeP

In this section, we propose BigSTeP by extending STeP.

2.1. Assumptions

As with STeP (Takeda et al.,, 2016), BigSTeP assumes that the
resting-state data of a subject contains several unknown spatiotemporal
patterns at unknown onsets (Fig. 1A), which is expressed as

K Lk

ZZP’ tiTskt

1)+ (), €))

where y§Ch) (t) is resting-state data of subject s at channel ch, piji’) (t) is the
k-th spatiotemporal pattern of subject s, called the subject-specific

spatiotemporal pattern, K is the number of spatiotemporal patterns, I
(t), and

v§°h)(t) is noise. yﬁCh (t) can be various modalities, such as fMRI, magne-
toencephalography (MEG), electroencephalography (EEG), and electro-
corticography (ECoG). In the case of fMRI, ch represents a voxel or a
region of interest (ROI). We assume that the intervals between onsets of
different spatiotemporal patterns are variable. Otherwise, for example, if
spatiotemporal pattern 1 always appears with a fixed delay after 2, Big-
STeP cannot distinguish the two patterns but estimates them as a single
spatiotemporal pattern.
By introducing onset time series

Uy (1) = { 1 te {Ts.lch "'aTs,k,[\_J

is the number of onsets for pif,il)(t), s, is the i-th onset of ps(_c,fl)

0 Otherwise,

Eq. (1) can be rewritten in a convolution form as
K
P ( ZZpCh Mg (t —n+ 1) + v (r), 2
k=1 n=1

where N is the length of spatiotemporal patterns (Fig. 1B).
Furthermore, BigSTeP assumes that piclil ) (t) contains the pattern that is

common across subjects, called the common spatiotemporal pattern, and

expresses pﬁ” (n) as

Pl (0 =p" (1) + 65 (1), @)

where p}fh)(t) is the common spatiotemporal pattern and EpS(C,:‘)( t) is the

deviation from it. épif,z‘)( t) is assumed to be small relative to p Ch)( t).

2.2. Purpose

Given the number K and length N of the spatiotemporal patterns,
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BigSTeP estimates the common spatiotemporal patterns p, the subject-
specific spatiotemporal patterns p,, and their onsets u from multi-
subject resting-state data y, where

p:{dMMV:ﬂ:Kmh:I:CHJ:I:N}
{ka (t)‘szl:Skzl:K.chzl:CH,tzl:N},

uf{mkﬁh—l Sk=1:K,t=1:T,},
y= {ys"’ (1) |s: 1:S,ch=1:CH,t=1: TS}‘
Here, x =1 : X represents x = 1,---. X, CH is the number of channels, S is

the number of subjects, and T; is the data length of subject s, which can be
different across subjects.

2.3. Objective function

Eq. (2) is rewritten in a matrix form as
Y, =UP; +V,. (€))

Y, is the (T; — N + 1) x CH data matrix expressed as

y(\_])(T‘) y,ECH)(TA)
(T 1) YT, — 1)
W) W N)

U, is the (T; — N+ 1) x (N x K) matrix in which the time-lagged ver-
sions of the onset time series are concatenated across k, and it is
expressed as

ug 1 (Ty) s (Ty—N+1) - uk(Ty) s ugg(Ty—N+1)
U, - M\l( 1) u.\'.l(T..\_N) usk( 1) M,y_K(T:\-—N)
u“.(N) s (1) uj,,{(zv) (1)

P, is the (N x K) x CH matrix in which the subject-specific spatiotem-
poral patterns are concatenated across k, and it is expressed as

P plM ()
PN )
por(D) - pE"(1)
PRIN) Pl (N)
V, is the (Ts — N + 1) x CH noise matrix expressed as
w(Ty) W(Ty)
W(r, -1 (CH (T, — 1
V, = Vs ( ) Vs ( .. )
W (N) V()
Eq. (3) is rewritten in a matrix form as
P, =P + AP;. ()

P is the (N x K) x CH matrix in which the common spatiotemporal
patterns are concatenated across k, and it is expressed as
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Fig. 2. Procedure of BigSTeP for estimating common and subject-specific spatiotemporal patterns from multi-subject resting-state data. In 1, for each subject, we apply
STeP to estimate spatiotemporal patterns and their onsets. In 2, from estimation results of stage 1, we estimate common spatiotemporal patterns and their onsets. In 3,
we estimate subject-specific spatiotemporal patterns using onsets estimated in stage 2.
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N e p)
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AP is the (N x K) x CH matrix containing the deviations of the subject-
specific spatiotemporal patterns from the common ones, and it is
expressed as

- apil (1) (1) -

apf.h;(zv) 5175?;” (N)
AP, = : :
sl - s

5p§?,§(1v> apiif” (N)

By replacing Py in Eq. (4) with Eq. (5), Eq. (4) can be rewritten as
Y,=U/P + W,
where

Wi :UTAPS + V.

BigSTeP searches for the common spatiotemporal patterns P and their
onsets U = {U,|s = 1 : S} that minimize the sum of all subjects’ powers of
the residual errors defined as

R(P,U)= 2::)

In this objective function, the power of the residual error is separately
calculated for each subject. This removes the need to concatenate data
across subjects from the entire procedure of BigSTeP and reduces the
necessary memory to that of a single subject.

Furthermore, using the estimated Uy, BigSTeP estimates the subject-
specific spatiotemporal patterns P; that minimize subject s’s power of
the residual error defined as

Y, — UP|. (6)

R,(P,) = ||Y, — U,P|. %)

2.4. Procedure

The procedure of BigSTeP consists of three stages (Fig. 2). In stage 1,
for each subject, we apply STeP to estimate spatiotemporal patterns and
their onsets. In stage 2, from the estimation results of stage 1, we estimate
the common spatiotemporal patterns P and their onsets U. In stage 3, we
estimate the subject-specific spatiotemporal patterns P, using the esti-
mated U;. These three stages are described below.

Stage 1: For each subject, we apply STeP to estimate spatiotemporal
patterns and their onsets. The obtained results are used as the initial
values in stage 2.

Stage 2: From the estimation results of stage 1, we estimate P and U by
solving the optimization problem of Eq. (6). This procedure is shown in
Fig. 3.
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Fig. 3. Flowchart to estimate common spatiotemporal patterns in stage 2. First,
the estimation results of stage 1 are matched across subjects so that the order
and onsets of spatiotemporal patterns become identical across subjects. Then,
the updating of common spatiotemporal patterns and their onsets are alternately
iterated until the magnitude of residual error between observed and recon-
structed data stops decreasing.

First, we match the estimation results of stage 1 across subjects. In stage
1, the order and the onsets of the spatiotemporal patterns are arbitrarily
determined for each subject (Takeda et al., 2016). As a result, a subject’s
k-th spatiotemporal pattern at time t does not necessarily correspond to
that of another subject. Therefore, we reorder the spatiotemporal patterns
and adjust their onsets. We regard the spatiotemporal patterns of a subject
as references and then change the order and the onsets of the other sub-
jects’ spatiotemporal patterns so that the differences between the reference
and the other subjects’ spatiotemporal patterns are minimized. The
matched onsets are used as the initial values in the following procedure.

Then, we search for the optimal P and U that minimize R(P, U) [Eq.
(6)]. Once U is obtained, P that minimizes R(P, U) is calculated by

s g
P=[>uiu] Yu, ©)
s=1 s=1

On the other hand, once P is obtained, we can search for the onsets that
reduce R(P, U). Therefore, we search for the optimal P and U that
minimize R(P, U) by alternately iterating the updates of P and U.

We set all subjects’ i-th onsets of the k-th spatiotemporal pattern as
the targets to be updated. We iterate

p-step Update P using these onsets except for the target onsets
u-step Update the target onsets so that the residual error becomes
smaller

while changing the target onsets in the increasing order of i and k.
These two steps are described below.

At p-step, for each subject, an onset time series not containing the
target onset 7 ; ; is generated by
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Ui (t) = { 0 L= T

us(t) Otherwise.

Using & = {tsx(t)]s =1:S,k =1:K,t =1: T}, p = {p" )k =1:K,
ch=1:CH,t=1:N} is calculated by Eq. (8).

At u-step, we update the target onset for each subject. We calculate a
residual error of subject s by

K

K = @) =SS )it 1),

k=1 n=1

Because the onset time series does not assume the target onset 7

S,i(j’
=(ch) (ch)

p; (t) is expected to remain in rs " (t) around 7_; -. Therefore, a candi-

ski

date time point for the target onset is obtained by

7 2

Z [rich) ([) _]5)(;}1) (l —t+ 1)] ,

CH
teqn = argmin E

e ep=1 =1

where ¢ is the set of time points between the previous and next onsets of

the target onset [z, ;; ; + 1:7;;, — 1]. The target onset is updated to
tean only if

CH T EC

Z Z [r,ﬁ_f“(t) _ ij(;m(; — fean + 1)] < Z Z P ()2,

ch=1 =1 ch=1 t=1

Otherwise, the target onset is removed by assuming the onset is not
necessary within ¢.

The decision of convergence is conducted once in updating all onsets
of all subjects. We estimate P using all of the subjects’ onsets by Eq. (8)
and then calculate R(P,U). We exit the loop if R(P, U) is not smaller than
that value at the previous decision.

In stages 1 and 2, the onsets are separately estimated for each subject.
This drastically reduces the search space of the onsets compared to
estimating the onsets from the concatenated data across subjects. This is
because estimating the onsets for each subject limits their range within
his/her data, while estimating the onsets from the concatenated data
expands the range to all of the subjects’ data. In this way, BigSTeP re-
duces the computational cost needed to solve the optimization problem.
Stage 3: Finally, we estimate P, using the estimated U. P, that minimizes
Rs(Py) [Eq. (7)] is calculated by

— -1
P, = [UlU,] Uy,
2.5. Procedure to determine hyperparameters

As with STeP, BigSTeP has two hyperparameters: the number K and
length N of the spatiotemporal patterns. In actual application, we need to
set them even though they are unknown. Here, we propose a procedure
to determine K and N based on the reproducibility of the common
spatiotemporal patterns.

First, we randomly divide subjects into two groups. From each group,
we estimate the common spatiotemporal patterns and calculate their
correlation coefficient between the groups. This is repeated by changing
K and N. Finally, we select the best pair of K and N that achieves the
highest correlation coefficient.

3. Materials and methods

3.1. Simulation test
We tested the performances of BigSTeP using simulated data.
Following STeP’s simulation test (Takeda et al., 2016), we generated

five common spatiotemporal patterns using known functions, such as a
hemodynamic response function, while setting their length to 20 and the
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number of channels to 10 (Fig. 4A, left). Subject-specific spatiotemporal
patterns were generated by adding smoothed Gaussian white noise to the
common spatiotemporal patterns (Fig. 4A). The smoothed noise’s power
was 0.1 times that of the common spatiotemporal patterns. We set the
length of simulated data to 1,000 and generated 25 onsets for each
pattern using random numbers. From the onsets, the subject-specific
spatiotemporal patterns, and Gaussian white noise, we generated simu-
lated data by Eq. (2). The standard deviation (SD) of the noise was 0.40,
corresponding to a signal-to-noise ratio (SNR) of —5. The SNR is defined
as

7,5 S (e (2
10log,, Do 2P (1)

CH T, () N2
NY o z:l"gw(’)

where Y SN 1p,<fh)(t)2 is the same across k. Fig. 4B shows sample
simulated data. In the simulated data, the patterns overlapped each other
(Fig. 4B) (Supplementary Material). We generated 10 subjects’ simulated
data using different onsets and noise. We applied BigSTeP to the 10
subjects’ simulated data by setting the number and length of the
spatiotemporal patterns to the true values of 5 and 20, respectively. The
simulation tests were conducted in 20 runs using different onsets and
noise.

Furthermore, we tested the validity of the procedure to determine the
two hyperparameters: the number and length of spatiotemporal patterns.
We applied BigSTeP to the simulated data by setting the number of
spatiotemporal patterns to either 3, 4, 5 (true), 6, or 7 and the length of
spatiotemporal patterns to either 10, 20 (true), or 30. For each pair of
hyperparameters, we quantified the reproducibility of the estimated
common spatiotemporal patterns by comparing them across different
runs. We adjusted the order and onsets of the estimated patterns so that
the differences in patterns between different runs were minimized,
calculated the correlation coefficients of the adjusted patterns, and

averaged the correlation coefficients across the patterns. Finally, the
correlation coefficients were averaged across all combinations of the 20
runs.

3.2. Applying BigSTeP to real rsfMRIs

To demonstrate the applicability of BigSTeP to a real dataset, we
applied BigSTeP to over 1,000 subjects’ rsfMRIs obtained from ABIDE I.

3.2.1. rsfMRIs

We downloaded 1,102 subjects’ rsfMRIs that were recorded at 17
international sites and preprocessed with the Data Processing Assistant
for Resting-State fMRI (DPARSF) and band-pass filtering (0.01-0.1 Hz).
The lengths of the rsfMRIs were 397.65 + 102.23 s (mean + SD). The
rsfMRIs were normalized to the Montreal Neurological Institute (IMNI)
template space with a resolution of 3 x 3 x 3 mm?®,

3.2.2. Preprocessing rsfMRIs

We first removed the systemic low-frequency oscillations (SLFOs)
(Tong et al., 2012, 2015) from the rsfMRIs using dynamic global signal
regression (AGSR) (Erdogan et al., 2016). We then selected 1,041 sub-
jects (491 ASDs and 550 TDs, 883 males and 158 females, ages 16.62 +
7.69 years), whose rsfMRIs had non-zero values in all of the gray matter
voxels that were defined based on the MNI ICBM 152 template. We
extracted the fMRI signals from the gray matter voxels. Although BigSTeP
assumes the same sampling rate across subjects, the rsfMRIs were
recorded at different sampling rates across the sites (0.33-0.67 Hz).
Therefore, we resampled the fMRI time series at 0.5 Hz. Finally, for each
voxel we normalized its time series so that it had mean 0 and SD 1.

3.2.3. Applying BigSTeP
To reduce the computation cost, in stages 1 and 2 we reduced the
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dimensions of the preprocessed rsfMRIs using singular value decompo-
sition (SVD).

In stage 1, we applied SVD to each subject’s rsfMRI, extracted com-
ponents having the cumulative contribution ratio of 0.99, and multiplied
the extracted components by their singular values to keep their ampli-
tude information. This procedure reduced the dimensions from 41,339 to
63.61 + 17.45. We applied STeP to the dimension-reduced rsfMRIs to
estimate the onsets of spatiotemporal patterns.

In stage 2, we applied SVD to all of the subjects’ rsfMRIs at once and
reduced their dimensions from 41,339 to 9,440 in the same way as
described above. SVD was done by performing the eigenvalue decom-
position of 35 XTX,, where X, is the rsfMRI of subject s. From the
dimension-reduced rsfMRIs, we estimated the onsets of common
spatiotemporal patterns.

Finally, from the original rsfMRIs we estimated common and subject-
specific spatiotemporal patterns using the estimated onsets.

In stage 2, we matched the estimation results of stage 1 across the
subjects using the typical spatiotemporal patterns as references. From the
1,041 subjects, we randomly extracted 100 subjects. Among the extrac-
ted subjects, we selected the subject whose patterns had minimum dis-
tances with those of the other 99 subjects. We regarded the

Stage 1 Stage 2 Stage 3
(Subj. 1) (Common) (Subj. 1)

2r
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spatiotemporal patterns of the selected subject as references and adjusted
the other 1,040 subjects’ estimation results to match the references.

3.2.4. Statistical test of common spatiotemporal patterns

After the estimation, we detected significantly large activities in the
estimated common spatiotemporal patterns with a statistical test. For
each voxel, time, and pattern, we estimated the p-value under the null
hypothesis where its absolute value was not larger than zero. We
repeated the estimation of the common spatiotemporal patterns by Eq.
(8) for 1,000 times while randomly shuffling the inter-onset intervals
(IOIs) of the estimated onsets and thus obtained 1,000 null values. The p-
value was estimated by

p— 130 =l g = 1: 1000}

1000 ’ ©)

where x and x0, are the original and g-th null values, respectively.

This is the multiple comparison problem, which we solved by con-
trolling the false discovery rate (FDR). FDR manages the expected pro-
portion of false positive findings among all rejected null hypotheses
(Benjamini and Hochberg, 1995). We estimated the g-values by Storey
and Tibshirani’s method (2003). From the distribution of the p-values,
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Fig. 5. Results of simulation tests. (A): Examples of estimated spatiotemporal patterns at each stage. (B): Estimation accuracy of subject-specific spatiotemporal
patterns for stages 1 and 3. Correlation coefficients between true and estimated subject-specific spatiotemporal patterns are shown. Error bars represent their SDs
across runs. (C): Reproducibility of common spatiotemporal patterns for each pair of hyperparameters: number and length of spatiotemporal patterns. Correlation
coefficients of estimated common spatiotemporal patterns between different runs are shown.
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we first estimated the proportion of the null p-values 7, and based on 7z,
we converted the p-values to g-values. The FDRs were controlled at 0.01.

3.2.5. Examining similarity with resting-state networks

To examine the similarity between the common spatiotemporal pat-
terns and RSNs, we calculated the dot products between them. Ten
spatial patterns of RSNs were downloaded from BrainMap ICA (http://
brainmap.org/icns/) and normalized to have norm 1. We calculated
the dot products between the common spatiotemporal patterns at each
time and the spatial patterns of the RSNs.

3.2.6. Examining differences between ASDs and TDs

Using the subject-specific spatiotemporal patterns, we examined the
differences between ASDs and TDs by a statistical test. For each time,
voxel, and pattern, we compared the values between the groups to pro-
duce the t-value. Then, we estimated the p-value for the t-value by a
permutation test. We generated 1,000 null t-values by shuffling the
assignment of the subjects to the groups. From the original and the 1,000
null t-values, we estimated the p-value by Eq. (9). Lastly, the p-values
were converted to the g-values by Storey and Tibshirani’s method
(2003). The FDRs were controlled at 0.01.

4. Results
4.1. Simulation test

We tested the performances of BigSTeP using the simulated data
(Fig. 4).

Fig. 5A shows examples of the estimated spatiotemporal patterns at
each stage. To evaluate the estimation accuracy of the common spatio-
temporal patterns, we calculated the correlation coefficients between the
true and estimated common spatiotemporal patterns. As a result, we
obtained high correlation coefficients (0.98 + 0.01), indicating that
BigSTeP successfully estimated the common spatiotemporal patterns.
Furthermore, for stages 1 and 3, we calculated the correlation coefficients
between the true and estimated subject-specific spatiotemporal patterns
and averaged them across subjects. The correlation coefficients of stage 3
were significantly higher than those of stage 1 (p < 0.001, two-tailed
Wilcoxon signed-ranks test) (Fig. 5B). This suggests that combining
data across subjects by BigSTeP improved the estimation accuracy of the
subject-specific spatiotemporal patterns.

We tested the validity of the procedure to determine the two hyper-
parameters: the number and length of spatiotemporal patterns. Fig. 5C
shows the correlation coefficient of the estimated common spatiotem-
poral patterns across different runs. The correlation coefficient was the
highest when we assumed the number and length of the spatiotemporal
patterns to be the true values of 5 and 20, respectively. This shows that
the most reproducible common spatiotemporal patterns were estimated
when we assumed the true values for the hyperparameters. This result
suggests the validity of determining the hyperparameters based on the
reproducibility of the estimated common spatiotemporal patterns.

In summary, these results demonstrate the validity of BigSTeP.

4.2. Applying BigSTeP to real rsfMRIs

To demonstrate the usefulness of BigSTeP for a real dataset, we
applied BigSTeP to the 1,041 subjects’ rsfMRIs obtained from ABIDE I.

4.2.1. Determining hyperparameters

To determine the number and length of spatiotemporal patterns, we
first examined the reproducibility of the estimated common spatiotem-
poral patterns. We randomly divided TDs into two groups and estimated
the common spatiotemporal patterns separately while setting the number
of spatiotemporal patterns to either 1, 2, 3, 4, or 5 and the length of
spatiotemporal patterns to either 8, 10, 12, 14, 16, 18, or 20s. We
calculated the correlation coefficients of the estimated common
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spatiotemporal patterns between the groups and averaged them across
the patterns. This procedure was repeated 10 times, and then we aver-
aged the correlation coefficients.

Fig. 6 shows the resultant correlation coefficients. When the number
and length of spatiotemporal patterns were set to 2 and 8 s, respectively,
the correlation coefficients exhibited the maximum value of 0.92.
Therefore, we set the number and length of spatiotemporal patterns to
these values.

4.2.2. Estimated common spatiotemporal patterns

We applied BigSTeP to all of the subjects’ rsfMRIs. Fig. 7A shows the
estimated common spatiotemporal patterns.

We checked the consistency of the patterns across the subjects. For
each subject and pattern, we calculated the correlation coefficient be-
tween the common and subject-specific spatiotemporal patterns. The
correlation coefficients were sufficiently high (Fig. 7B), indicating that
the patterns were consistent across the subjects.

We examined how frequently the patterns appeared in the rsfMRIs.
For each subject and pattern, we calculated the number of estimated
onsets per minute. As a result, the numbers were about 4 (Fig. 7C),
indicating that the patterns appeared about 4 times per minute. Their SDs
were sufficiently small (0.80 and 0.82 for patterns 1 and 2, respectively),
indicating that the patterns were not concentrated in a small portion of
the subjects but ubiquitously appeared in all of the subjects’ rsfMRIs.

To examine the similarity between the common spatiotemporal pat-
terns and the RSNs, we calculated the dot products between them. The
default mode, sensorimotor, auditory, and visual networks exhibited
large values (Fig. 7D), indicating that the patterns contained spatial
patterns resembling these networks. These results suggest that the net-
works are time-locked with each other, consistent with the studies
showing that the default mode and task-positive networks are anti-
correlated (Fox et al., 2005; Medaglia et al., 2018).

4.2.3. Relationships among common spatiotemporal patterns

In Fig. 7D, the two common spatiotemporal patterns seem to be
reversed in time and sign. Pattern 1 exhibits positive activity in the DMN
followed by negative activities in the visual networks. In contrast, pattern
2 exhibits positive activities in the visual networks followed by negative
activities in the DMN. To confirm this observation, we compared pattern
1 with the minus of time-reversed pattern 2 (Fig. 8), which was generated
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Fig. 6. Reproducibility of common spatiotemporal patterns for each pair of
hyperparameters (i.e., number and length of spatiotemporal patterns). Corre-
lation coefficients of estimated common spatiotemporal patterns between two
TD groups are shown.
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Consistency of spatiotemporal patterns across subjects. Correlation coefficients between common and subject-specific spatiotemporal patterns are shown. Error bars
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subjects. (D): Similarity between estimated common spatiotemporal patterns and RSNs. Dot products between common spatiotemporal patterns at each time and
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by flipping pattern 2 in the time direction and multiplying it by —1. As a
result, pattern 1 more highly resembled the minus of time-reversed
pattern 2 (their correlation coefficient was 0.97) than the minus of
pattern 2 (correlation coefficient: 0.80). These results suggest that the
fMRI activities with opposite signs tend to propagate in the reverse order.

It is possible that the artifacts from BigSTeP or dGSR generated these
results. To exclude this possibility, we conducted the same analysis using
the averaging procedure and non-GSR rsfMRIs, to which neither GSR nor
dGSR was applied. To extract waveforms appearing at the estimated
onsets, we averaged the non-GSR rsfMRIs triggering at the onsets. The
averaged rsfMRIs triggering at pattern 1 and 2’s onsets are respectively
called averages 1 and 2. Average 1 more highly resembled the minus of
time-reversed average 2 (correlation coefficient: 0.96) than the minus of
average 2 (correlation coefficient: 0.81). These results also support the
suggestion that the fMRI activities with opposite signs tend to propagate
in the reverse order.

4.2.4. Estimated onsets of spatiotemporal patterns

To examine the regularity in the onset timing of the patterns, we
calculated the auto- and cross-correlograms of the estimated onsets. From
the two patterns, we first defined target and trigger patterns. Then, from
the onset time series of the target pattern, we extracted 16-sec segments

after the onsets of the trigger pattern and averaged the segments to
produce a correlogram. Finally, the correlograms were averaged across
the subjects. The resultant correlograms represent the probabilities of the
target pattern appearing after the onsets of the trigger pattern with each
delay.

Fig. 9 shows the auto- (A and D) and cross-correlograms (B and C),
and red lines represents the 100 surrogate correlograms obtained using
I0I-shuffled onsets. The auto-correlograms exhibited the lowest peaks at
8s (Fig. 9A and D), indicating that the same patterns tended to be sup-
pressed at 8s after their onsets. The cross-correlograms exhibited the
highest peaks at 10, although the values themselves were low (Fig. 9B
and C). This indicates that pattern 1 had a weak but significant tendency
to appear after pattern 2, and vice versa.

4.2.5. Differences between ASDs and TDs

We examined the differences in the spatiotemporal patterns between
ASDs and TDs.

The artifacts from the subjects’ head motions may generate the dif-
ferences between the groups. To check this possibility, we first compared
the magnitudes of the head motions between ASDs and TDs based on the
mean framewise displacement “func_mean_fd” in the phenotypic file of
ABIDE L. As a result, ASDs exhibited larger head motions than TDs (0.15
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Fig. 8. Relationship between estimated common spatiotemporal patterns. Common spatiotemporal pattern 1 and minus of time-reversed common spatiotemporal

pattern 2 are shown.

+ 0.19 mm for ASDs and 0.10 + 0.10 mm for TDs) (p < 0.001, two-tailed
t-test). Power et al. (2012) showed that head motions increase fMRI
amplitudes, resulting in spurious functional connectivities. Therefore, it
is assumed that the larger head motions in ASDs induced the larger
amplitudes in their patterns.

We estimated the common spatiotemporal patterns for ASDs and TDs
using their fMRIs and onsets, and then we calculated the differences in
their amplitudes (|JASD|— |TD|). Fig. 10A shows the amplitude differ-
ences at the significant voxels (g < 0.01), and the clusters larger than 200
voxels are enlarged below. The statistical test was conducted by
comparing the subject-specific spatiotemporal patterns between ASDs
and TDs. Pattern 1 showed smaller amplitudes in ASDs than in TDs at the
right prefrontal cortex, the thalamus, and the posterior cingulate cortex
(PCC). The smaller amplitudes in ASDs are inconsistent with the expec-
tation from the larger head motions in ASDs, indicating that this result
was not generated by the artifacts from the head motions. The right
prefrontal cortex, the thalamus, and the PCC agree with the studies that
examined the differences in rsfMRIs between ASDs and TDs (Anderson
etal., 2011; Di Martino et al., 2014; Itahashi et al., 2015; Lau et al., 2019;
Nair et al., 2013; Wang et al., 2018; Yahata et al., 2016).

Information on the significant differences is summarized in Table 1.
These differences seem to be concentrated at 4 s in pattern 1. To confirm
this observation, for each time and pattern we counted the significant
voxels. Fig. 10B shows the number of significant voxels. The largest
number of significant voxels was observed at 4 s in pattern 1, when the
DMN exhibited large positive activity (Fig. 7D). These results suggest that
the differences are context-dependent, that is, the differences in fMRI
activities between ASDs and TDs tend to occur when the DMN exhibits
large positive activity.

It has been reported that ASDs exhibit under-connectivity within the
DMN (Hull et al., 2017; Uddin et al., 2013). Here, we examined whether
the differences in the patterns between ASDs and TDs were associated
with the under-connectivity. For this purpose, we first reconstructed the
fMRIs using the subject-specific spatiotemporal patterns and their onsets
by Eq. (2). Using the reconstructed fMRIs, we then calculated the

10

pairwise correlation coefficients and averaged them within the DMN. The
DMN region was defined based on the IC map obtained from BrainMap
ICA. Fig. 10C shows the correlation coefficients. The correlation co-
efficients of ASDs were significantly lower than those of TDs (p < 0.001,
two-tailed t-test) (Fig. 10C, blue line), indicating that the reconstructed
fMRIs reproduced the ASD’s under-connectivity within the DMN. In
contrast, when we reconstructed the fMRIs using the patterns shuffled
across the subjects, no under-connectivity of ASDs was observed (p =
0.36, two-tailed t-test) (Fig. 10C, red line). These results suggest that the
differences in the patterns between ASDs and TDs are associated with the
ASDs’ under-connectivity within the DMN.

5. Discussion

In this study, we extended STeP (Takeda et al., 2016) to BigSTeP so
that it could be applied to big databases. From many subjects’
resting-state data, BigSTeP estimates common and subject-specific
spatiotemporal patterns. The simulation tests show the efficacy of
combining multiple subjects’ data by BigSTeP. We applied BigSTeP to
over 1,000 subjects’ rsfMRIs obtained from ABIDE I. This revealed
interesting spatiotemporal patterns (Figs. 7-10), suggesting the useful-
ness of BigSTeP for big databases.

5.1. Methodological considerations

We proposed BigSTeP by extending STeP. The main advantage of
BigSTeP over STeP is its ability to handle multiple resting-state data
separately. In the case of STeP, we need to concatenate data across
subjects to estimate spatiotemporal patterns that are common across
subjects. This requires huge memory to store the big matrix (concate-
nated data) and a long time to search for the onsets of the spatiotemporal
patterns. In the case of using BigSTeP, in contrast, we do not need to
concatenate data across subjects. This removes the necessity of storing
the entire big matrix at a single time and enables us to analyze datasets of
any size. Furthermore, because each subject’s onsets are searched for
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triggering at onsets of pattern 2.

separately, the search range of the onsets is narrowed down, reducing the
computation time needed for solving the optimization problem.

BigSTeP assumes that all of the spatiotemporal patterns contain
common patterns across subjects [Eq. (3)]. However, this assumption is
not necessarily true in a real situation. It is possible that some of the
patterns are completely different across subjects. In that case, BigSTeP
cannot estimate such patterns (Supplementary Material). To check the
validity of the assumption, as shown in Fig. 7B, it is preferable to confirm
the consistency of the estimated patterns across subjects by calculating
the correlation coefficients between common and subject-specific
spatiotemporal patterns.

In BigSTeP, we set the same value N for the lengths of all of the
spatiotemporal patterns. However, it is not necessary for the actual
lengths of all spatiotemporal patterns to be exactly N, and thus they can
be variable below N (Supplementary Material). Indeed, the spatiotem-
poral patterns used in the simulation test had variable lengths below N
(Fig. 4A, left).

5.2. Spatiotemporal patterns estimated from ABIDE I

Using BigSTeP, we estimated the spatiotemporal patterns from the
rsfMRIs obtained from ABIDE I. The estimated spatiotemporal patterns
represent the fMRI activities consecutively changed with time, such as
propagating waves (Fig. 7A). Because the subjects include 491 ASDs and
550 TDs with ages of 16.62 + 7.69 years, the patterns reflect the fMRI
activities of these groups mainly in adolescence.

The common spatiotemporal patterns include the spatial patterns
resembling those of the default mode, sensorimotor, auditory, and visual
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networks (Fig. 7D). This suggests that these networks are time-locked
with each other, consistent with the previous studies showing that the
default mode and task-positive networks are anticorrelated (Fox et al.,
2005; Medaglia et al., 2018).

Using a template-matching algorithm, Majeed et al. (2011) revealed a
template of about 16s, which displays switching between the
task-positive and the default mode networks (Fig. 7 in Majeed et al.,
2011). Because the two common spatiotemporal patterns also included
these networks (Fig. 7A and D), it is assumed that BigSTeP decomposed
the 16-sec template into two 8-sec patterns as the common spatiotem-
poral patterns. Indeed, the cross-correlograms of the estimated onsets
indicate that the two patterns were slightly time-locked with each other
(Fig. 9B and C).

Common spatiotemporal pattern 1 highly resembled the minus
variant of time-reversed common spatiotemporal pattern 2 (Fig. 8),
suggesting that fMRI activities with opposite signs propagate in the
reverse order. This might be related to a physical phenomenon, that is,
the reflection of a pulse at a fixed end. For example, a pulse moving
through a string with an upward displacement reached a fixed end and
returned with a downward displacement. Indeed, pattern 2 tended to
appear after pattern 1, and vice versa (Fig. 9B and C). However, the
detailed mechanism underlying this result remains to be elucidated.

By comparing the spatiotemporal patterns between ASDs and TDs, we
examined the observed differences between the groups (Fig. 10). The
rsfMRIs were recorded at different sites (17 sites), and different sites
were reported to have different measurement biases (Yamashita et al.,
2019). Therefore, it is possible that the measurement biases generated
the differences in patterns between ASDs and TDs if the groups were
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biased across the sites. However, this is not the case with ABIDE I because
the numbers of ASDs and TDs were balanced at each site (Di Martino
et al., 2014).

At the right prefrontal cortex, the thalamus, and the PCC in pattern 1,
ASDs exhibited smaller amplitudes than did TDs (Fig. 10A). The smaller
amplitudes in ASDs are inconsistent with the expectation from the larger
head motions in ASDs (Power et al., 2012), indicating that this result was
not generated by the artifacts from the head motions. Results for the right
prefrontal cortex, the thalamus, and the PCC agree with those in the
studies that examined the differences in rsfMRIs between ASDs and TDs
(Anderson et al., 2011; Di Martino et al., 2014; Itahashi et al., 2015; Lau
et al., 2019; Nair et al., 2013; Wang et al., 2018; Yahata et al., 2016).
Previously, it has been reported that adolescent and adult ASDs exhibit
under-connectivity within the DMN (Hull et al., 2017; Itahashi et al.,
2015; Lau et al., 2019; Uddin et al., 2013). Because the fMRIs recon-
structed from the patterns reproduced the under-connectivity (Fig. 10C),
the smaller amplitudes at the PCC in ASDs (Fig. 10A) are assumed to be
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associated with the ASD’s under-connectivity within the DMN. The
prefrontal cortex and the DMN have been reported to be involved in
social cognition (Li et al., 2014; Patriquin et al., 2016), such as the theory
of mind (Baron-Cohen, 1988), and ASDs have deficits in social cognition
(Hull et al., 2017). Taking these reports into account, the smaller am-
plitudes at these regions in ASDs (Fig. 10A) are assumed to be associated
with their deficits in social cognition.

The differences tended to occur at 4 s in pattern 1 (Fig. 10B), when the
DMN exhibited large positive activity (Fig. 7D). This result suggests
context-dependent differences: The differences in fMRI activities be-
tween ASDs and TDs do not always occur during resting state but tend to
occur when the DMN exhibits large positive activity. Positive/negative
fMRI activities have been reported to reflect the increase/decrease in
neuronal activities (Logothetis et al., 2001; Shmuel et al., 2006). Taking
these reports into account, the effect of context-dependent differences is
considered reasonable.

In summary, BigSTeP provided inspiring suggestions and hypotheses
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Table 1

Differences in spatiotemporal patterns between ASDs and TDs. Peak differences
in clusters larger than 100 voxels are shown. Listed here are time [s] in each
pattern, region names defined by anatomical automatic labeling (AAL) except for
Midbrain L, absolute values of peak t-values, MNI coordinates [mm], and signs of
amplitude differences (JASD| — |TD|), where minus indicates a smaller amplitude
in ASDs than TDs.

Time [s] Region T-value XY, 2 |ASD| — |TD|
Pattern 1

2 Frontal Inf Tri R 5.55 48, 39, 6 -
2 Frontal Mid Orb R 5.33 42, 45, —6 -
4 Lingual L 6.35 -9, -42,0 —
4 Frontal Inf Tri R 6.28 48, 39, 3 —
4 ParaHippocampal L 6.26 —18, -36, —12 -
4 Thalamus L 5.78 -3, -24,3 -
4 Midbrain L 5.25 -3, —24, -15 +
4 Thalamus R 5.16 6, -9, -3 —
4 Cingulum Mid L 4.92 -3, -18, 33 -
4 Cingulum Post L 4.76 -9, -36, 33 -
4 Cingulum Post L 4.38 -6, —45, 18 —
4 Cingulum Mid R 4.25 12, -21, 39 +
6 Cingulum Post R 5.45 6, —45, 9 -
6 Cingulum Post L 5.29 -6, —45,9 -
6 Frontal Inf Tri R 5.27 45, 39, 6 —
6 Cingulum Mid L 4.86 -9, =27, 39 +
6 Thalamus L 4.57 -6, -6,9 -
6 Thalamus L 4.25 -3,-24,6 -
6 Thalamus L 4.19 -12, -30,9 -
Pattern 2

Time [s] Region T-value X, ¥, Z |ASD| — |TD|
6 Frontal Inf Orb R 5.95 45, 48, -3 -
8 Frontal Inf Tri R 5.44 45, 42,0 -

regarding rsfMRIs, implying the usefulness of BigSTeP in data-driven and
hypothesis-generating research.

5.3. Applicability

In this paper, we have concentrated on applying BigSTeP to rsfMRIs.
It should be mentioned that, as with STeP, BigSTeP can also be applied to
resting-state MEG, EEG, and ECoG.

Furthermore, BigSTeP can be applied to very long data, such as sleep
EEG. In this case, the long data is divided into short segments, which are
regarded as subjects in the BigSTeP framework. From the segmented
data, BigSTeP estimates spatiotemporal patterns that are common across
the segments as well as the segment-specific spatiotemporal patterns.

A MATLAB implementation of BigSTeP is available
https://bicr.atr.jp//~takeda/BigSTeP.html.

at
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STeP) is available at https://bicr.atr.jp//~takeda/BigSTeP.html.
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