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Chapter 1

Introduction

1.1 Motivation

In our daily life, we make two types of responses to sensory stimuli. One is an externally observable

“overt” response, which is executed by muscular activity. The other is an externally unobservable

“covert” response, which occurs only within the brain. For example, let us imagine that you are

driving a car. You approach some traffic lights, and the light turns red. Then, you push down

the brake pedal. In this case, it is considered that you make an “overt” response to the visual

stimulus of the traffic light by pushing the brake pedal. On the other hand, let us imagine that

you are climbing a mountain. You reach the top and view a beautiful landscape. Then, you feel

“Great!”. In this case, it is considered that you make a “covert” response to the visual stimulus

of the beautiful landscape by feeling “Great!”.

It is considered that the responses, pushing the brake pedal and feeling “Great!” occur with

variable delays after the onset of sensory stimuli. In this thesis, therefore, I define a “response” as

an event which involves a fixed brain activity and of which delays after stimulus onsets fluctuate

with every response. Note that not all events driven by a stimulus are referred to as “responses” in

this thesis, although they are in a broad sense. For example, stimulus-locked changes in the brain

activity are not referred to as “responses”. Further, I divide responses into “overt responses”

and “covert responses” according to whether the responses are observable or not. Pushing the

brake pedal is categorized as an “overt response”, because the response, pushing the pedal, is

7



observable. Feeling “Great!” is categorized as a “covert response”, because the response, the

feeling, covertly occurs in the brain and is not observable.

In brain research, what should be examined in such stimulus-response situations is how the

brain operates during the time period from a stimulus onset to a response onset. Because there

are two events, receiving a stimulus and making a response, it is considered that the two kinds of

brain processes occur, related to the two events respectively. For example, in the case of pushing

the brake pedal, the brain process related to looking at the traffic light (stimulus-related activity)

and that related to pushing the pedal (response-related activity) occur. To examine such brain

activity in detail, we need to separate the stimulus- and response-related activity and examine

the two activities separately. By separating the brain activities, we can identify which activity is

responsible for different response patterns, e.g., reaction times (RTs), in different situations. To

separate the brain activity, we need data analysis methods to decompose brain signals, such as

an electroencephalography (EEG) signal, into stimulus- and response-related components.

This thesis deals with data analysis methods which decompose brain signals into the stimulus-

and response-related components.

1.2 EEG as Target Signal

The target signals of my analysis are human scalp EEG signals, and I propose methods for

decomposing EEG data.

Electroencephalography (EEG) is a non-invasive neurophysiologic measurement of the elec-

trical activity of the brain recorded from electrodes placed on the scalp. Electroencephalography

represents a summation of post-synaptic potentials from a large number of neurons under the

electrodes. Electroencephalography has the limitation of poor spatial resolution. This is because

the meninges, cerebrospinal fluid and the skull smear the EEG signal and obscure its intracranial

source. On the other hand, the advantage of EEG is its high time resolution (on the level of a

single millisecond). This advantage is due to the fact that EEG measures the brain’s electrical

activity directly. Other methods of looking at brain activity, such as positron emission tomogra-
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phy (PET) and functional magnetic resonance imaging (fMRI), have lower time resolutions (on

the level of seconds and minutes), because these methods record changes in metabolic activity

(e.g., PET) or blood flow (e.g., fMRI), which are indirect markers of brain electrical activity. The

high time resolution of EEG makes it possible to investigate rapid changes in the brain activity.

Because the interval between a stimulus and a response is usually shorter than 1 s, EEG is a

suitable measure for investigating the brain activity during a stimulus-response situation.

In order to propose methods for decomposing EEG into the stimulus- and response-related

components, we need to know how the stimulus- and response-related brain activities appear in

the EEG. Figure 1.1 shows a color-coded representation of the EEG potentials at the midline-

central electrode (Cz) during a simple reaction time task in which human subjects were instructed

to press a button as soon as possible after beeps (described in Chapter 4). In this figure, the

EEG epochs are sorted in the order of RTs, and the stimulus and response onsets are represented

by solid and dotted lines respectively1. Two types of fluctuations appear in this image (see also
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Figure 1.1: Time-trial image of EEG during a simple reaction time task. The solid line represents
stimulus onsets, and the dotted line represents the response onsets.

Fig. 2.6, A). One is fluctuations parallel to the stimulus onsets (stimulus-locked fluctuations),
1In this thesis, I refer to this kind of image as a time-trial image.
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and the other is fluctuations parallel to the response onsets (response-locked fluctuations). This

indicates that the stimulus- and response-related brain activity respectively appear in stimulus-

and response-locked ways. Further, the stimulus- and response-locked fluctuations are overlapping

in the trials with fast RTs. This indicates that the stimulus- and response-related brain processes

can be temporally overlapping.

To summarize these observations, stimulus- and response-related EEG activities are respec-

tively stimulus- and response-locked, and these two EEG activities can be temporally overlapping.

Therefore, to separate the stimulus- and response-related EEG activities, we need to propose

methods for temporally decomposing EEG into the stimulus- and response-locked components.

The schematic representation of the EEG activity in a stimulus-response situation is shown in

Fig. 1.2.

1.3 Proposed Methods

In this thesis, I propose two methods for decomposing EEG into stimulus- and response-locked

components, and the two methods are used when responses are overt and covert respectively.

When responses are overt, the stimulus- and overt response-locked components have conven-

tionally been extracted by averaging EEG epochs with respect to either stimulus or overt response

onset to increase the signal to noise ratio. However, when the two components are temporally

overlapping, the conventional stimulus- or overt response-triggered average EEG does not reflect

exactly pure stimulus- or overt response-locked brain activity, because, by the averaging proce-

dure, each component is contaminated by the other component. Here, I propose a method to

extract the uncontaminated stimulus- and overt response-locked components. In this method,

the two components are extracted from single-channel EEG epochs and RTs using a discrete

Fourier transform.

When responses are covert, conventionally, only the stimulus-locked component has been ex-

tracted by the averaging procedure. This is because the onset of the covert response-locked com-

ponent is unknown, and the response-triggered averaging procedure, or even the above-mentioned
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Figure 1.2: Schematic representation of the EEG including the stimulus- and response-locked
components. I propose methods for temporally decomposing the EEG into the two components.
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method for overt responses, cannot be used. Here, I propose a method to obtain the stimulus-

locked component, the covert response-locked component and its delays of individual trials only

from single-channel EEG epochs. In this method, I estimate the delays of the covert response-

locked component, and extract the two components simultaneously using the above method for

overt responses.

1.4 Organization of Thesis

The organization of this thesis is as follows.

In Chapters 2–4, I deal with the decomposition of EEG into the stimulus- and overt response-

locked components. In Chapter 2, I introduce previous reports on the brain activity during tasks

which require overt responses, and discuss the previous methods for extracting the stimulus- and

overt response-locked components. In Chapter 3, I propose a method for decomposing EEG into

stimulus- and overt response-locked components by using RTs, and examine the performance of

the proposed method by two types of simulation tests with artificial and EEG data. In Chapter

4, I apply the proposed method to the EEG during a simple reaction time task, and examine the

contamination by the conventional averaging procedure.

In Chapters 5–7, I deal with the decomposition of EEG into the stimulus- and covert response-

locked components. In Chapter 5, I introduce previous reports on the brain activity during the

cognitive tasks which induce covert responses, and discuss the previous methods for extracting

the covert response-locked component. In Chapter 6, I propose a method for estimating the

delays of the covert response-locked component and decomposing EEG into the stimulus- and

covert response-locked components, and examine the performance of the method by two types of

simulation tests with artificial and EEG data. In Chapter 7, I apply the proposed method to the

EEG during NoGo trials of a Go/NoGo task.

In Chapter 8, I summarize the proposed methods and the presented results, and discuss the

further development of the proposed methods.
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1.5 Glossary

Stimulus-locked component: The EEG component time-locked to stimulus onsets.

Overt response-locked component: The EEG component time-locked to overt response on-

sets.

Covert response-locked component: The EEG component which has a fixed waveform and

of which the delay fluctuates from trial to trial.

Method for overt responses: The proposed method for obtaining the stimulus- and overt

response-locked components from EEG epochs and RTs.

Method for covert responses: The proposed method for obtaining the stimulus-locked com-

ponent, the covert response-locked component and its delays of individual trials from EEG

epochs.

Simple reaction time task: A reaction time task in which a specified overt response is required

on the presentation of a stimulus.

Go/NoGo task: A choice reaction time task in which a specified overt response is required on

the presentation of a “Go” signal (Go trial) but is not to a “NoGo” signal (NoGo trial).

Some of the studies in this thesis are based on papers, published or in press, as below:

1. Takeda, Y., Yamanaka, K., Yamamoto, Y., 2008. Temporal decomposition of EEG during

a simple reaction time task into stimulus- and response-locked components. NeuroImage

39, 742-754.

2. Takeda, Y., Yamanaka, K., Nozaki, D., Yamamoto, Y., 2008. Extracting a stimulus-

unlocked component from EEG during NoGo trials of a Go/NoGo task. NeuroImage (in

press).
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Chapter 2

EEG during Tasks with Overt
Responses

In this chapter, I firstly introduce reports on the brain activity during tasks which require overt

responses (i.e., reaction time tasks). Then, based on the reports, I mathematically formulate the

EEG during the reaction time tasks. Finally, I discuss the previous methods for extracting the

stimulus- and overt response-locked components from the EEG, and discuss the necessity of a

novel method for extracting the two components.

2.1 Brain Activity during Tasks with Overt Responses

The brain activity during the period from a stimulus presentation to an overt response was

examined in cats, monkeys and humans by using various reaction time tasks, and the stimulus-

locked activity and/or the overt response-locked activity was observed [1–5].

As expected, the stimulus-locked activity was observed from the sensory cortex. For example,

Nelson [2] investigated single unit activity in the somatosensory cortex in monkeys during a

paradigm with wrist movements in response to vibration of their hands, and showed that some

neurons exhibit the stimulus-locked activities (Fig. 2.1).

The overt response-locked activity was observed from the motor cortex. For example, Tanji

and Kurata [5] investigated single unit activity in the precentral motor cortex in monkeys during

a paradigm with wrist extension in response to three types of stimuli: visual, auditory and tactile

14



Figure 2.1: Activity of an area 3b QA neuron (A) and an area 1 QA neuron (B) showing the
stimulus-locked activity. The activity of the neurons is presented as histograms (top) and raster
plots (bottom). Discharges are aligned at the onset of the vibratory cue and ordered by reaction
times (dark marks in the raster plots signify movement onset). (Adapted from [2])
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stimuli. They showed that some neurons exhibit similar response-locked activities regardless of

the modality of the sensory stimuli (Fig. 2.2).

Figure 2.2: Activity of a neuron showing response-locked activities. In the left and middle
columns of this figure, the activities of the neuron are presented as a raster histogram. Left
column: Discharges are aligned at the onset of visual, auditory, and tactile stimuli (indicated
with a dotted line labeled S). Middle column: Discharges are aligned at the onset of the wrist
extension movement (indicated with a dotted line labeled M). Right column: EMG activity
recorded from m. extensor carpi radialis. (Adapted from [5])

On the other hand, there are reports showing that the same neurons exhibit both stimulus-

and overt response-locked activities. For example, Pefiliev [4] investigated single unit activity in

the forelimb area of the motor cortex (area 4γ) in cats during target-reaching with the contralat-

eral limb for a morsel of food, and showed that some neurons exhibit both stimulus- and overt

response-locked activities (Fig. 2.3).

These reports indicate that the stimulus- and overt response-locked brain activities occur

during tasks which require overt responses, and further that, in some cases, the same neuron

16



A B

C

Figure 2.3: Activity of a neuron clearly showing two components in relation to target-reaching.
A: Histogram which is aligned with the stimulus onset indicated by a triangle. The horizontal
line below the histogram indicates the range of the response onsets. B: Histogram which is
aligned with the response onset indicated by a triangle. The activity of the cell is presented as
a raster histogram (C), where each dot indicates one spike and each line one trial. The trials
are arranged in the order of increasing RTs indicated by short vertical lines and aligned with the
stimulus onset (triangle). (Adapted from [4])
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exhibits both of the two activities.

By using EEG or magnetoencephalography (MEG), human brain activities during reaction

time tasks have been examined non-invasively, and the stimulus- and overt response-locked com-

ponents have been observed [6–9]. For example, Jung et al. [7] spatially decomposed the multi-

channel EEG during a choice reaction time task using independent component analysis (ICA) [10],

and showed some stimulus- and overt response-locked independent components (Fig. 2.4).

From the above reports, it is considered that the human scalp EEG during tasks with overt

responses includes the stimulus- and overt response-locked components, and that both of the

components are spatially overlapping. Because of the spatial overlapping, the two components

are temporally overlapping when intervals between stimulus and response onsets are short.

2.2 Mathematical Formulation

Here, let me mathematically formulate the EEG during tasks which require overt responses. By

formulating the EEG, we can consider the problem in its simplest form. As a result, I can clearly

describe the limitations of the previous methods for extracting the stimulus- and overt response-

locked components, and can propose a novel method for the extraction by simple mathematical

operations as shown in Chapter 3.

It is reported that brain activity during a reaction time task consists of stimulus-locked activ-

ity, overt response-locked activity shifted by the RT of an individual trial, and noise. Therefore,

observed single-channel EEG data during a reaction time task can be expressed by:

yn(t) = s(t) + or(t − τn) + vn(t) (t = 0, · · · , T − 1; n = 1, · · · , N), (2.1)

where yn(t): observed EEG data in trial n; s(t): stimulus-locked component; or(t): overt

response-locked component; τn: RT in trial n; vn(t): noise in trial n. This implies that on-

going EEG activity and trial-to-trial variability of stimulus- and overt response-locked activity

are included in vn(t).

18



Figure 2.4: Stimulus-locked independent components and overt response-locked independent com-
ponents obtained by ICA. A: Time-trial images of stimulus-locked independent components. B:
Time-trial images of overt response-locked independent components. Thin vertical lines represent
stimulus onsets, and thick oblique lines represent response onsets. (Adapted from [7])
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2.3 Previous Methods

2.3.1 Stimulus-/Overt Response-triggered Averaging Procedure

Conventionally, the stimulus- and overt response-locked components have been extracted by

averaging EEG epochs with respect to either stimulus or overt response onset to increase the

signal to noise ratio. Indeed, when the EEG includes either the stimulus- or overt response-locked

component, the averaging procedure is a suitable means. However, when the EEG includes both

the two components and these are temporally overlapping, the conventional stimulus- or overt

response-triggered average EEG is not appropriate. This is because, by the averaging procedure,

the stimulus-/overt response-locked component is contaminated by the other component. With

the contamination, the peak amplitudes and latencies in the stimulus-/overt response-triggered

average EEG become more or less different from the original stimulus-/overt response-locked

component, leading to wrong conclusions about the stimulus/overt response-locked brain activity.

Figure 2.5 is a simulation result showing how the contamination occurs in the stimulus-/overt

response-triggered average EEG. The waveform of the stimulus-triggered average in the late part

is different from that of the stimulus-locked component, indicating that the contamination is

large in the late part of the stimulus-triggered average (Fig. 2.5, C, indicated by the arrow). The

waveform of the overt response-triggered average in the early part is different from that of the

overt response-locked component, indicating that the contamination is large in the early part of

the overt response-triggered average (Fig. 2.5, D, indicated by the arrow).

The contamination effects in the stimulus-/overt response-triggered average EEG are quanti-

tatively described as follows. Under the assumption of Eq. (2.1), the stimulus-triggered average

EEG ȳs(t) is expressed by:

ȳs(t) = s(t) +
1
N

t∑

τ=0

h(τ)or(t − τ) +
1
N

N∑

n=1

vn(t), (2.2)

where h(τ) represents the distribution of RTs. In this equation, the contamination by the overt

response-locked component is expressed by 1/N
∑t

τ=0 h(τ)or(t−τ). Similarly, the overt response-
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triggered average EEG ȳor(t) is expressed by:

ȳor(t) = or(t) +
1
N

T−t−1∑

τ=0

h(τ)s(t + τ) +
1
N

N∑

n=1

vn(t + τn), (2.3)

and in this equation the contamination by the stimulus-locked component is expressed by

1/N
∑T−t−1

τ=0 h(τ)s(t+τ). Obviously, the terms for the contamination include stimulus- and overt

response-locked components, indicating that we need these components to identify the level of

the contamination. In other words, whether the contamination is large or small should be unclear

only from the contaminated average EEG.

When the effect of the contamination is unclear, we cannot distinguish whether different

waveforms of the stimulus/overt response-triggered average EEG in different task conditions are

attributable to the difference in the level of the contamination due to a change in the RTs or to

the difference in the stimulus/overt response-locked EEG activity itself. Therefore, we cannot

discuss the brain activity in detail from the stimulus/overt response-triggered average EEG.

2.3.2 Spatial Decomposition

Other methods for extracting the stimulus- and overt response-locked components have been spa-

tial decompositions by principal component analysis (PCA) [11] and ICA [7,12]. For example, as

mentioned above, Jung et al. [7] spatially decomposed the EEG during a choice reaction time task

into the stimulus- and the overt response-locked independent components by ICA (Fig. 2.4). The

PCA and ICA are computational methods for decomposing multi-channel data into orthogonal

components or independent components respectively [13,14]. Therefore, to decompose EEG data

into the two components by PCA or ICA, the EEG needs to satisfy the following two conditions.

1. Time series of stimulus- and overt response-locked components are orthogonal (for PCA)

or independent (for ICA).

2. Stimulus- and overt response-locked components have different scalp distributions.

Unless the condition 1 is satisfied, obviously, PCA/ICA should not separate the stimulus-

and overt response-locked components. Considering that RTs are not distributed uniformly but
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within a fixed range after stimulus onsets, the overt response-locked components tend to occur

at a certain phase of the stimulus-locked components. This indicates that the occurrences of the

two components tend to be correlated and the time series of the two components also tend to be

correlated; that is, condition 1 is rarely satisfied.

Further, unless condition 2 is satisfied, PCA/ICA should not separate the stimulus- and

overt response-locked components. This is because PCA/ICA does not distinguish components

attributable to the same sources. In animal studies, as mentioned above, the same neurons in

the sensory and motor cortices exhibit both the stimulus- and overt response-locked activities,

indicating that the sources of the stimulus- and overt response-locked activities are the same

in some cases. Of course, these reports do not directly lead to the same scalp distributions of

human scalp EEG signals. Nevertheless, these reports suggest that EEG does not always satisfy

condition 2.

To sum up, we cannot guarantee that EEG always satisfies the two conditions, indicating

that PCA/ICA does not always separate the stimulus- and overt response-locked components.

In fact, I applied ICA to the EEG during the auditory simple reaction time task (described

in Chapter 4), and found that some independent components exhibited both the stimulus- and

overt response-locked fluctuations in their time-trial images (Fig. 2.6), indicating that ICA was

not able to separate the two components completely.
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Figure 2.6: An independent component (IC1) exhibiting both the stimulus- and overt response-
locked fluctuations. A: Time-trial image of IC1. Solid line represents stimulus onsets, and dotted
line represents overt response onsets. B: Scalp distribution of IC1.
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2.4 Conclusions

From previous reports, it is shown that the EEG during tasks which require overt responses con-

sists of the stimulus- and overt response-locked components. To extract the two components, the

stimulus-/overt response-triggered averaging procedure and the spatial decomposition methods

(PCA and ICA) have been used. However, these methods are not adequate. Therefore, it is nec-

essary to propose a novel method which can always be used for extracting the uncontaminated

stimulus- and overt response-locked components. In the next chapter, I propose such a method

for the extraction.
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Chapter 3

Proposed Method for Overt
Responses

In the previous chapter, I describe the necessity of a novel method for temporally decomposing

EEG into the stimulus- and overt response-locked components. In this chapter, therefore, I

propose a method for the temporal decomposition. We can consider two types of methods for the

decomposition; parametric methods and non-parametric methods. With parametric methods,

parametric models for the stimulus- and overt response-locked components are assumed and

identified. With non-parametric methods, the stimulus- and overt response-locked components

are extracted without the assumption of parametric models for these components. In this thesis,

I propose a non-parametric method, because the non-parametric method does not need a priori

knowledge of parametric models themselves, in contrast to the parametric method, and is better

than the parametric method.

3.1 Decomposition Method

I assume that the EEG activity consists of the stimulus- and overt response-locked components,

and is expressed by Eq. (2.1). Here, the objective is to obtain s(t) and or(t) from yn(t) and τn

(n = 1, · · · , N) (Fig. 3.1).
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Figure 3.1: Schematic representation of the objective

26



By taking the discrete Fourier transform of Eq. (2.1), I obtain:

Yn(ω) = S(ω) + exp(−i2πωτn/T )OR(ω) + Vn(ω) ω = 0, · · · , T − 1 , (3.1)

where Yn(ω) is the discrete Fourier transform of yn(t); S(ω) is the discrete Fourier transform of

s(t); OR(ω) is the discrete Fourier transform of or(t); Vn(ω) is the discrete Fourier transform

of vn(t). Note that the last τn points in or(t) should be zero, because the phase shift in the

Fourier domain is equal to the circular shift in the time domain. By averaging Eq. (3.1) across

n, I obtain:

Ȳ (ω) = S(ω) + Ē(ω)OR(ω) + V̄ (ω) , (3.2)

where

Ȳ (ω) =
1
N

N∑

n=1

Yn(ω); (3.3)

Ē(ω) =
1
N

N∑

n=1

exp(−i2πωτn/T ); (3.4)

V̄ (ω) =
1
N

N∑

n=1

Vn(ω). (3.5)

By solving Eqs. (3.1) and (3.2) simultaneously for S(ω) and OR(ω), I obtain:

exp(−i2πωτn/T )Ȳ (ω) − Ē(ω)Yn(ω)
exp(−i2πωτn/T ) − Ē(ω)

= S(ω) +
exp(−i2πωτn/T )V̄ (ω) − Ē(ω)Vn(ω)

exp(−i2πωτn/T ) − Ē(ω)
; (3.6)

Yn(ω) − Ȳ (ω)
exp(−i2πωτn/T ) − Ē(ω)

= OR(ω) +
Vn(ω) − V̄ (ω)

exp(−i2πωτn/T ) − Ē(ω)
. (3.7)

To prevent the denominators of Eqs. (3.6) and (3.7) from being zero, I use a function D(n,ω)

instead of exp (−i2πωτn/T ) − Ē(ω),

D(n,ω) =

{
c ω = 0
exp (−i2πωτn/T ) − Ē(ω) ω "= 0

, (3.8)

where c represents a constant number. By calculating Eq. (3.9) or (3.10) (see below) and from

simulation results (see Appendix A), I find that only the average of extracted components depends

on the parameter c. So we can set c arbitrarily. In this study, I set c to unity.

27



Then, by averaging across n and taking the inverse discrete Fourier transform (IDFT), I

obtain:

IDFT

(
1
N

N∑

n=1

exp (−i2πωτn/T ) Ȳ (ω) − Ē(ω)Yn (ω)
D(n,ω)

)

= s (t) + IDFT

(
1
N

N∑

n=1

exp (−i2πωτn/T ) V̄ (ω) − Ē(ω)Vn (ω)
D(n,ω)

)
+ cs; (3.9)

IDFT

(
1
N

N∑

n=1

Yn (ω) − Ȳ (ω)
D(n,ω)

)
= or (t) + IDFT

(
1
N

N∑

n=1

Vn (ω) − V̄ (ω)
D(n, ω)

)
+ cr, (3.10)

where cs and cr represent the shifts of the averages by D(n, ω).

Equations (3.9) and (3.10) show that s(t) or or(t) plus a noise term can be obtained by

calculating the left-hand side of Eq. (3.9) or (3.10). The noise terms converge to zero as N

increases, because the average of Vn(ω) converges to zero as N increases, whereas D(n,ω) varies

depending on τn regardless of N . Let me refer to the real parts of the left-hand sides of Eqs. (3.9)

and (3.10) as the extracted stimulus-locked component and the extracted overt response-locked

component respectively.

Before applying the decomposition method, we need to set the parameters l0, the number of

data points before stimulus and overt response onset, and l1, the number of data points after

stimulus and overt response onset. We need to set l1 to be adequately long so that the last data

points in or(t), which must be longer than the maximum τn, will be the baseline. In this study,

I set l0 to 100 and l1 to 300, which correspond with 500 ms and 1500 ms respectively if the

sampling rate is 200 Hz.

The Matlab codes for this decomposition method are available at: “www.p.u-tokyo.ac.jp/

˜takeda/decomp/”.

3.2 Simulation with Artificial Data

In order to verify the performance of the proposed method, a numerical experiment was performed

on a set of known artificial signals.
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3.2.1 Methods

In this simulation, the original stimulus- and overt response-locked components were generated

by the exponential and the cosine functions respectively. The RTs, which were randomly selected

from all the subjects’ RTs of the simple reaction time task (described in Chapter 4), were used

as τn (n = 1, · · · , N = 100), and white noise [standard deviation (SD) = 0.5] was used as vn(t)

(Fig. 3.2, A). The simulated data yn(t) was generated from s(t), or(t), τn and vn(t) according to

Eq. (2.1) (Fig. 3.2, B). Then, I extracted the stimulus- and overt response-locked component by

Eqs. (3.9) and (3.10) respectively. The similarity of the extracted and original components was

quantified by calculating the correlation coefficient between these two waveforms.

Further, to evaluate the residual errors between the extracted and original stimulus-/overt

response-locked components, I repeated the above procedure 500 times using different sets of

white noise and τn. The averages of the residual errors across time were adjusted to zero. To

examine whether the residual errors fluctuate randomly around zero, the time courses of the mean

and SD of the 500 residual errors were plotted (Fig. 3.3, B1, C1). To examine the frequency

characteristics of the residual errors (Fig. 3.3, B1, C1), I calculated the amplitude spectrum

(Fig. 3.3, B2, C2):

AP (ω) =
1

500

500∑

p=1

|REp(ω)|, (3.11)

where REp(ω) represents the Fourier transform of the p-th residual error rep of the 500 repeti-

tions. Finally, I examined how the noise level in the extracted stimulus-/overt response-locked

components decreased as the number of trials increased (Fig. 3.3, B3, C3). The noise level NL(N)

was obtained by calculating the variance of the residual error as follows:

NL(N) =
1

500

500∑

p=1

[
1

T − 1

T−1∑

t=0

rep,N (t)2
]

, (3.12)

where rep,N (t) represents the p-th residual error obtained from the simulation data consisting of

N trials. The variance was fitted by a function y = a/x by the least square method. Further, in

order to compare the noise level in the component obtained by the proposed method with that by

the averaging procedure, the noise used in the above repeated simulations was simply averaged
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across trials, and examined in the same manner as the residual errors (Fig. 3.3, A1–3).

By comparing the parameter a of the fitting function of the extracted components with that

of the averaged noise, we can estimate the number of trials the proposed method needs in order

to achieve the same noise level as the averaging procedure. Let me refer to the coefficient a

obtained from the extracted component as ac, and that obtained from the averaged noise as an.

The equality of the variance of the residual errors to that of the averaged noise leads to the

following equation:
ac

xc
=

an

xn
, (3.13)

where xc and xn represent the number of trials used for the decomposition and the averaging

respectively. Eq. (3.13) can be rewritten as:

xc =
ac

an
xn. (3.14)

Eq. (3.14) means that the decomposition method requires ac/an times as many trials as the

averaging procedure in order to achieve the same noise level.

3.2.2 Results

I extracted the original components used for the simulation with the artificial data from the

simulated data (Fig. 3.2). The extracted and original stimulus-locked components are highly

correlated [rs = 0.93 (rs: the correlation coefficient between the extracted and original stimulus-

locked components)], as are the extracted and original overt response-locked components [rr =

0.90 (rr: the correlation coefficient between the extracted and original overt response-locked

components)] (Fig. 3.2, C).

Figure 3.3 shows the detailed property of the residual errors between the extracted and original

components. The time courses of the mean and SD of the residual errors are almost constant

(Fig. 3.3, B1, C1), indicating that the residual errors have no temporal modulation patterns and

fluctuate randomly. Note that the SD of the residual errors [0.091±0.0025 (mean ±SD)] is larger

than that of the averaged noise (0.050±0.0016), indicating that the noise level of the components

extracted by the proposed method is larger than that obtained by the averaging procedure. The
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Figure 3.2: Simulations with artificial data. A: The original stimulus-locked component (top),
overt response-locked component (middle), and noise (bottom). B: The simulated data obtained
by Eq. (2.1) and the RTs from which the stimulus- and overt response-locked components are ex-
tracted. C: The extracted (solid line) and original (dotted line) stimulus-locked component (top);
the extracted (solid line) and original (dotted line) overt response-locked component (bottom).
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large amplitude spectra of the residual errors at low frequencies (Fig. 3.3, B2, C2) indicate that

the larger residual errors are attributable to amplified slow waves in the noise. The variance

of the residual errors is inversely proportional to the number of trials N , in the same way as

the averaged noise (Fig. 3.3, A–C3), indicating that the noise level of the extracted components

decreases as the number of trials increases. The coefficient is an = 0.25 for the averaged noise,

while ac = 0.80 for the extracted stimulus-locked component and ac = 0.83 for the extracted

overt response-locked component. Thus, the ratios ac/an in Eq. (3.14) are 3.2 and 3.3 for the

stimulus- and overt response-locked components respectively. This indicates that the proposed

method needs about 3.3 times as many trials as the averaging procedure in order to achieve the

same noise level, when the noise is white.

3.3 Simulation with EEG Data

In order to test the performance of the method for more EEG-like data, an additional numerical

experiment was performed using real EEG data (Fig. 3.4).

3.3.1 Methods

In this simulation, an auditory evoked potential (AEP)1 and a movement-related potential

(MRP)2 were used as the original stimulus- and overt response-locked components respectively,

and the RTs, which were randomly selected from all the subjects’ RTs of a simple reaction time

task (described in Chapter 4), were used as τn (n = 1, · · · , N = 400). The EEG data related to

neither the stimulus nor the overt response were used as the noise; I randomly selected them from

EEG in the interval of 2500–500 ms before the stimulus onset during the simple reaction time

task of all the subjects. As the simulation with the artificial data suggested the need to apply a

high-pass filter before decomposing real EEG involving non-negligible slow waves, I applied three

kinds of filters to the noise EEG data: no filtering, bandpass of 1–40 Hz and bandpass of 2–40 Hz

(described in Chapter 4). By using the AEP, MRP, RTs and noise EEG data, I generated the

1The average EEG during the passive hearing of an auditory stimulus (described in Chapter 4).
2The average EEG during self-paced voluntary movements (described in Chapter 4).
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Figure 3.3: Residual errors between the original and extracted stimulus-/overt response-locked
components for simulated artificial data. A–C1: Means (solid lines) and means ±SD (dotted
lines) of the averaged noise (A1) and of the residual errors across 500 repeated simulations as
in Fig. 3.2 (B1, C1). A–C2: Amplitude spectra of the averaged noise (A2) and of the residual
errors (B2, C2). A–C3: Variance of the averaged noise (A3) and of the residual errors (B3, C3)
as a function of the total number of trials N (circle). The solid lines represent fitting curves in
the form of y = a/x. A1–3: Results for the averaged noise across trials. B1–3: Results for
the residual errors for the extracted stimulus-locked component. C1–3: Results for the residual
errors for the extracted overt response-locked component.
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simulated EEG data according to Eq. (2.1).

Then, I extracted the stimulus- and overt response-locked components from the simulated

EEG data (Fig. 3.4, A–C1, A–C2). To examine the residual errors between the extracted and

original components, I repeated the above procedure 100 times using different sets of the noise

and τn. The averages of the residual errors across time were adjusted to zero. To examine whether

the residual errors fluctuate randomly around zero, the time course of the mean and SD of the

residual errors across the repeated procedures were plotted (Fig. 3.4, A–C3). Then, I examined

how the noise level decreased as the number of trials N increased (Fig. 3.4, A–C4, diamond).

The noise level NL(N) was obtained by calculating the variance of the residual errors as follows:

NL(N) =
1

100 × 2

100∑

p=1

[
1

T − 1

T−1∑

t=0

rep,N,s(t)2 +
1

T − 1

T−1∑

t=0

rep,N,r(t)2
]

, (3.15)

where rep,N,s(t) and rep,N,r(t) respectively represent the p-th residual errors of the extracted

stimulus- and overt response-locked components obtained from the simulation data consisting of

N trials. The variance was fitted by a function y = a/x by the least square method. Further, in

order to compare the noise level in the components extracted by the proposed method with that

obtained by the averaging procedure, the noise EEG data used in the above repeated simulations

were simply averaged across trials, and examined in the same manner as the residual errors

(Fig. 3.4, A–C4, circle).

3.3.2 Results

I extracted the original stimulus-/overt response-locked components used for this simulation from

the simulated data (Fig. 3.4). The baseline fluctuations of the components extracted from the sim-

ulated EEG without filtering are large (Fig. 3.4, A1, A2), whereas those obtained from the filtered

EEG are well suppressed (Fig. 3.4, B1, B2, C1, C2). Indeed, the correlation coefficient between

the extracted and original components is low for the EEG without filtering (rs = 0.52, rr = 0.30),

whereas it is much higher for the filtered EEG (rs = 0.79, rr = 0.51 for the EEG filtered with

1–40 Hz; rs = 0.85, rr = 0.54 for the EEG filtered with 2–40 Hz). This is because the remaining

slow waves in the EEG without filtering are amplified by the decomposition. The time courses
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EEG EEG EEG
(no filter) (1–40 Hz) (2–40 Hz)?@

ac 6241 407 127
an 125 98 80
ac/an 50 4.2 1.6

Table 3.1: Coefficients a of a fitting function y = a/x for an error level y as a function of the
number of trials x. ac: Coefficients obtained from the components extracted by the proposed
method. an: Coefficients obtained from the averaged noise.

of the mean and SD of the residual errors are almost constant, indicating that the residual errors

have no temporal modulation patterns and fluctuate randomly regardless of the filter properties.

The variance of the residual errors is inversely proportional to the number of trials, in the same

way as the averaged noise (Fig. 3.4, A–C4), but the coefficients ac for the extracted components

are consistently greater than the an for the averaged noise. These coefficients are presented

in Table 3.1, and it is shown that the proposed method needs 1.6 times as many trials as the

averaging procedure in order to achieve the same noise level when slow waves in the EEG lower

than 2 Hz are eliminated.

3.4 Discussion

In the proposed method, the stimulus- and overt response-locked components are extracted by

calculating the left-hand side of Eqs. (3.9) and (3.10) respectively. The equations are obtained by

solving Eqs. (3.1) and (3.2) simultaneously. On the other hand, we are able to define other sets of

simultaneous equations to obtain the extracted stimulus- and overt response-locked components.

For example, we are able to use the equation:

Yn′(ω) = S(ω) + exp(−i2πωτn′/T )R(ω) + Vn′(ω) τn "= τn′ , (3.16)

instead of Eq. (3.2). Like Eq. (3.2), Eq. (3.16) is different from Eq. (3.1) in that the RTs

are different (τn "= τn′), and we can solve Eqs. (3.1) and (3.16) for s(t) and or(t). However,

in that case the denominator of the solved equations frequently tends to be zero, making the

decomposition difficult. I also tried some other simultaneous equations instead of Eqs. (3.1) and
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Figure 3.4: Simulations with EEG data. A–C1: Extracted stimulus-locked components (solid
lines) and the original AEP data used for the simulation (dotted lines). A–C2: Extracted
overt response-locked components (solid lines) and the original MRP data used for the simula-
tion (dotted lines). A–C3: Residual errors between the extracted and original stimulus-/overt
response-locked components. Thick and thin solid lines represent the means of the residual errors
across the repeated simulations for the stimulus- and overt response-locked components respec-
tively. The thick and thin dotted lines represent the means ±SD of the residual errors across the
repeated simulations for the stimulus- and overt response-locked components respectively. A–
C4: Variance of the residual errors between the extracted and original components (diamonds)
and that of the averaged noise across trials (circles) as a function of the total number of trials N .
The solid lines represent fitting curves in the form of y = a/x. A1–4: Results for the simulations
in which pre-stimulus EEG without filtering was used as the noise. B1–4: Results for the simu-
lations in which pre-stimulus EEG filtered with 1–40 Hz was used as the noise. C1–4: Results
for the simulations in which pre-stimulus EEG filtered with 2–40 Hz was used as the noise.
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(3.2). Among these trials, Eqs. (3.1) and (3.2) are the best in that the denominators of the solved

equations rarely become zero, and the calculation for the decomposition is simple. Even if the

denominators of Eqs. (3.9) and (3.10) do become zero, we have a solution: adjust T (= l0 + l1)

so that the denominator does not become zero.

The proposed method non-parametrically decomposes single-channel EEG into the stimulus-

and overt response-locked components using a discrete Fourier transform. An alternative would

be to identify parametric models of evoked potentials (for example, [15–17]). In my preliminary

study, indeed, I was also able to identify these components parametrically using a Finite Impulse

Response model (see Appendix B). Another alternative would be applying Woldorff’s method [18],

called the Adjacent Response (Adjar) technique. In the time domain, the Adjar removes the

distortion due to the overlap of the consecutive event-related potentials in short inter-stimulus

intervals. Although originally developed to extract only the stimulus-locked component, the

Adjar could also be used to extract not only the stimulus-locked component but also the overt

response-locked component [9]. As far as comparable performance is obtained, I believe the

proposed method is better because it does not require a priori knowledge of parametric models

themselves, and its rationale and procedure are quite simple and clear.

The simulation results show that the noise level of the components extracted by the proposed

method is larger than that of the stimulus/overt response-triggered average. The amplitude

spectra of the residual errors (Fig. 3.3, B2, C2) indicate that this is because the absolute value

of 1/D(n,ω) is higher at low frequencies (∼ 1 Hz) if the observed RTs are used as τn; that

is, slow waves (∼ 1 Hz) in the noise are amplified by the decomposition. In other words, the

larger noise in the extracted stimulus-/overt response-locked components is attributable to the

decomposition itself rather than to the other data operations, such as the data segmentation

strategy. On the other hand, the simulation results also show that the noise level of the extracted

components decreases as the number of trials increases. These results lead to solutions for this

methodological limitation: increasing the number of trials and/or applying a high-pass filter to

the EEG before the decomposition. The number of trials required for each filter property is
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shown in Table 3.1.

Generally speaking, a higher cut-off frequency of EEG leads to a smaller number of trials,

but that would also result in the attenuation of slower potentials of interest. To prevent this,

employing a higher number of trials with minimally filtered EEG would be a choice, but the noise

level for this is substantially greater than that for the simple averaging. The averaging procedure,

then, is not capable of perfectly separating temporally overlapping components when a stimulus

and an overt response are temporally closer, as shown in Chapter 2. Thus, one would need to

balance one choice against the others, depending on the phenomenon of interest and practical

limitations of the research settings.

3.5 Conclusions

In this chapter, I propose a method temporally to decompose EEG into the stimulus- and overt

response-locked components. The simulation results indicate the feasibility of the proposed

method for artificial and EEG data. In the next chapter, I apply the method to the EEG during

a simple reaction time task and extract the stimulus- and overt response-locked components.
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Chapter 4

Application to EEG during a
Simple Reaction Time Task

In this chapter, I apply the method proposed in the previous chapter to human surface EEG

data during the simple reaction time task with an auditory stimulus (SR-task). To examine

the effect of the temporal smearing by the averaging procedure, the extracted stimulus-/overt

response-locked components are compared with the stimulus-/overt response-triggered average

EEG during the simple reaction time task. Furthermore, I compare the extracted stimulus-locked

component with an auditory evoked potential (AEP) obtained by averaging the EEG during the

passive hearing of an auditory stimulus (S-task), and also compare the overt response-locked

component with a movement-related potential (MRP) obtained by averaging the EEG during

self-paced voluntary movement (M-task).

4.1 Methods

4.1.1 Experimental Procedures

Thirteen healthy adults aged between 20 and 31 years old constituted the experimental popula-

tion. All the subjects gave their informed consent, and the local ethics committee approved the

experimental procedure.

The subjects were seated comfortably in a chair with their eyes closed and right index finger

placed on a button. The behavioral experiment consisted of 6 sessions. In each of the sessions, the
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subjects were instructed to perform three kinds of tasks in the following order: a simple reaction

time task (SR-task), a stimulus task (S-task) and a movement task (M-task). In the SR-task, the

subjects were instructed to press the button as soon as possible after hearing an auditory stimulus

(75 dB SPL, 2 ms duration, 3500 Hz). The auditory stimulus was presented via earphones. The

inter-stimulus interval was randomized from 4 to 7 s. In the S-task, the subjects were instructed

passively to hear the same auditory stimulus. The inter-stimulus interval was randomized from 2

to 3 s. In the M-task, the subjects were instructed to press the button repeatedly at an interval

of about 4 s in the same manner as the SR-task. In total, about 300 trials were collected for each

task from each of the subjects.

During the tasks, surface EEG was recorded from 19-ch tin electrodes, mounted in a cap

(Electro-Cap International, Inc., Eaton, Ohio, USA) according to the International 10-20 system,

referred to a tin electrode placed on AFz. The EEG was amplified on a Nihon Kohden EEG-

1100 with a time constant of 0.3 s. Because I expected that large EEG activity related to the

task execution would not appear around the earlobes [19], I placed Ag/AgCl electrodes on both

earlobes and recorded their potentials separately. Their averaged potentials were subtracted from

the EEG data off-line. For monitoring eye movements, an electrooculogram (EOG) was recorded

with a pair of Ag/AgCl electrodes placed above and below the left eye. The sampling rate of the

EEG and EOG was 1000 Hz.

4.1.2 Data Analyses

In an offline analysis, I resampled the EEG data at a rate of 200 Hz. The simulation results

(Figs. 3.3 and 3.4) gave rise to the need to reduce slow waves in the EEG by a digital filter before

the decomposition (see Chapter 3). Therefore, the EEG data was filtered with the bandpass of

1–40 Hz and of 2–40 Hz by using three kinds of finite impulse (FIR) filters: a high-pass of 1 Hz

(600-point, −20 dB at 0.5 Hz), a high-pass of 2 Hz (300-point, −26 dB at 1 Hz) and a low-pass

of 40 Hz (15-point, −45 dB at 50 Hz). Then, I segmented the filtered EEG data into 2 s epochs

from -500 to 1500 ms after the stimulus onset for the SR- and S-task, or after the button push

onset for the M-task.
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Reaction times were defined as the intervals between the stimulus onset and the button push

signal onset. In the following analysis, I used the 19-ch EEG epochs of the trials in which RTs

were within 100–400 ms and EOG were within ±100 µV. In addition, an artifact criterion of

±100 µV was used for each of the channels to reject trials with excess electromyographic activity

or measurement noise. Because huge measurement noise was included in one subject’s EEG data,

I excluded his/her data from the analysis.

The stimulus- and overt response-locked components were obtained by Eqs. (3.9) and (3.10)

respectively from each set of the EEG epochs and the RTs during the SR-task. The extracted

stimulus-locked components were then compared with the stimulus-triggered average EEG during

the SR-task and with the AEP obtained by averaging the EEG epochs during the S-task triggering

the stimulus onset. I set the baseline at the interval from 100 to 0 ms before the stimulus

onset, and subtracted the average potentials during the interval from these three potentials

for individual channels. The extracted overt response-locked components were compared with

the overt response-triggered average EEG during the SR-task and with the MRP obtained by

averaging the EEG epochs during the M-task triggering the response onset. I set the baseline at

the interval from 500 to 400 ms before the response onset, and subtracted the average potentials

during the interval from these three potentials for individual channels.

In the extracted stimulus-locked components (Fig. 4.1, A), negative peaks around 100 ms

(N100), positive peaks around 160 ms (P200), positive peaks around 315 ms (P300) and negative

peaks around 410 ms (N400) were observed. In the extracted overt response-locked components

(Fig. 4.1, B), negative peaks around −40 ms (N-40), positive peaks around 160 ms (P160) and

negative peaks around 500 ms (N500) were observed. Since I expected that the effects of the

temporal smearing would be large in the late parts of the stimulus-triggered average EEG and

in the early parts of the overt response-triggered average EEG (see Fig. 2.5, C), in this study, I

only examined the scalp distributions of the P300, N400, N-40 and P160. Indeed, I confirmed

that the peak amplitudes, latencies, and scalp distributions of the other potentials earlier than

the P300 or later than the P160 were not substantially different depending on the methods used
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(see Appendix C).

For the stimulus-locked component and the stimulus-triggered average EEG during the SR-

task, the peak latencies of the P300 and N400 were measured from the extracted stimulus-locked

components at Cz as the time points of the largest positive and negative peaks within 250–350

and 300–500 ms. For the AEP, its peak latencies were measured from the AEP at Cz in the same

manner. For the overt response-locked component and the overt response-triggered average EEG

during the SR-task, the peak latencies of the N-40 and P160 were measured from the extracted

overt response-locked components at Cz as the time points of the largest negative and positive

peaks within −100–100 and 50–250 ms. For the MRP, its peak latencies were measured from

the MRP at Cz in the same manner. Then, scalp distributions were obtained from the 19-ch

potentials at these latencies and compared with each other.

To confirm that the differences of the scalp distributions between the extracted stimulus-

/overt response-locked components and the conventional stimulus-/overt response-triggered av-

erage EEG during the SR-task are attributable to the temporal overlapping with each other,

I reconstructed stimulus-/overt response-triggered average EEG by overlapping both of the ex-

tracted stimulus- and overt response-locked components with the delays of the individual RTs

according to Eq. (2.1).

The similarities of the scalp distributions by different methods were quantified by a dot

product (dp). I normalized the 19-dimensional EEG vectors to unit vectors with a magnitude

of 1, and calculated a dot product between the vectors, where the dot product of 1 represents

perfect similarity of the distributions. A two-tailed Wilcoxon signed-rank test was conducted

to test the null hypothesis that the dot products obtained from each of the subjects did not

differ from zero. Also, peak amplitudes in different waveforms were compared by means of the

two-tailed Wilcoxon signed-rank test. An alpha level of 0.05 was used for the statistical test.
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4.2 Results

4.2.1 Decomposition of Observed EEG (1–40 Hz)

I obtained 256.8±34.7 trials per subject for the SR-task. The mean and SD of all the RTs are

221.0 ms and 57.8 ms respectively. I first decomposed the EEG filtered with 1–40 Hz during the

SR-task. Figure 4.1 shows the stimulus- and overt response-locked components extracted from

each/all of the subjects’ EEG at Cz, and the RTs. The extracted stimulus-locked component at

Cz exhibits the N100, P200, P300 and N400 (Fig. 4.1, A). The extracted overt response-locked

component at Cz exhibits the N-40, P160 and N500 (Fig. 4.1, B).
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Figure 4.1: Extracted stimulus- and overt response-locked components at Cz. A: Extracted
stimulus-locked components. The arrows indicate, from left to right, the N100, P200, P300
and N400. B: Extracted overt response-locked components. The arrows indicate, from left to
right, the N-40, P160 and N500. The blue lines represent the components extracted from all the
subjects’ EEG and RTs; the black lines represent the components extracted for each subject. In
this figure, the average of each wave is adjusted to zero.

Extracted Stimulus-locked Component

Figure 4.2 shows the extracted stimulus-locked components, the stimulus-triggered average EEG

during the SR-task and the AEP obtained from all the subjects’ EEG data. The AEP was

obtained from 269.8±36.4 trials per subject during the S-task. Figure 4.4, A shows the scalp

distributions of the P300 and N400 in each of the waveforms.
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At around the P300, the waveforms of the extracted stimulus-locked components shift frontally

as compared to those of the stimulus-triggered average EEG during the SR-task; the amplitudes

of the P300 in the extracted stimulus-locked components are large at around Fp1 and Fp2,

whereas those in the stimulus-triggered average EEG during the SR-task are large at around Cz

(Fig. 4.2). However, the dp of the P300 between both waves are significantly greater than zero

(dp = 0.74 ± 0.26, p < 0.05) (Fig. 4.4, A). This result indicates that the differences between the

extracted stimulus-locked component and the stimulus-triggered average EEG appear to exist at

around the P300, but is not reflected in the (global) dp measure.

In the AEP, clear P300 waveforms are not observed (Fig. 4.2), although the dp of the P300

between the AEP and the extracted stimulus-locked components are significantly greater than

zero (dp = 0.69 ± 0.22, p < 0.05) (Fig. 4.4, A).

At around the N400, the waveforms of the extracted stimulus-locked components are clearly

different from those of the stimulus-triggered average EEG during the SR-task; the amplitudes

of the N400 in the extracted stimulus-locked components are large at around Cz, whereas those

in the stimulus-triggered average EEG during the SR-task are large at around Fp1 and Fp2

(Fig. 4.2). The dp of the N400 between both waves are not significantly greater than zero

(dp = 0.13 ± 0.38, p > 0.05) (Fig. 4.4, A). It is of note that the amplitudes of the N400 in the

reconstructed stimulus-triggered average EEG are large at around Fp1 and Fp2, in the same

way as the observed stimulus-triggered average EEG, and the dp between them approach 1.0

(dp > 0.99 for all the subjects) (Fig. 4.4, A). This result indicates that the differences in the

N400 amplitudes between the extracted stimulus-locked components and the stimulus-triggered

average EEG disappear by overlapping the extracted overt response-locked components on the

extracted stimulus-locked components, suggesting that the differences are attributable to the

overlap of the overt response-locked components.

In the AEP, the amplitudes of the N400 are large at around Cz, as are those in the extracted

stimulus-locked components (Fig. 4.2), and the dp of the N400 between them are significantly

greater than zero (dp = 0.37 ± 0.44, p < 0.05) (Fig. 4.4, A).
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Figure 4.2: Extracted stimulus-locked components, stimulus-triggered average EEG during the
SR-task and the AEP obtained from all the subjects’ EEG.
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Extracted Overt Response-locked Component

Figure 4.3 shows the extracted overt response-locked components, the overt response-triggered

average EEG during the SR-task and the MRP obtained from all the subjects’ EEG data. The

MRP was obtained from 236.8±32.3 trials per subject during the M-task. Figure 4.4, B shows

the scalp distributions of the N-40 and P160 in each of the waveforms.

The amplitudes of the N-40 in the extracted overt response-locked components are large at

around Cz, as is the overt response-triggered average EEG during the SR-task (Fig. 4.3), and the

dp of the N-40 between both waves are significantly greater than zero (dp = 0.72±0.18, p < 0.05)

(Fig. 4.4, B).

In the MRP, clear N-40 waveforms are not observed, in contrast to the extracted overt

response-locked component (Fig. 4.3), although the dp of the N-40 between them are signifi-

cantly greater than zero (dp = 0.54 ± 0.43, p < 0.05) (Fig. 4.4, B).

The amplitudes of the P160 in the extracted overt response-locked components are large at

around Cz, as is the overt response-triggered average EEG during the SR-task (Fig. 4.3), and the

dp of the P160 between both waves are significantly greater than zero (dp = 0.75±0.20, p < 0.05)

(Fig. 4.4, B).

In the MRP, the amplitudes of the P160 are large at around Cz, as are those in the ex-

tracted overt response-locked components (Fig. 4.3), and the dp of the P160 between them are

significantly greater than zero (dp = 0.60 ± 0.41, p < 0.05) (Fig. 4.4, B).

On the other hand, the N-40 and P160 amplitudes of the extracted overt response-locked

components do not exhibit significant differences between C3 and C4 (−4.1± 4.6 and −4.0± 3.4,

respectively, p > 0.05 for the N-40; 4.8 ± 2.5 and 3.5 ± 2.8, respectively, p > 0.05 for the P160),

although the overt response-triggered average EEG does exhibit significant differences (−4.4±2.4

and −3.7± 1.9, respectively, p < 0.05 for the N-40; 5.1± 2.2 and 4.2± 1.9, respectively, p < 0.05

for the P160).
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Figure 4.3: Extracted overt response-locked components, overt response-triggered average EEG
during the SR-task and the MRP obtained from all the subjects’ EEG.
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4.2.2 Decomposition of Observed EEG (2–40 Hz)

I also decomposed the EEG filtered with 2–40 Hz during the SR-task. Figure 4.5 shows the

extracted stimulus-/overt response-locked components and the stimulus-/overt response-triggered

average EEG during the SR-task obtained from all the subjects’ data.

The extracted stimulus-locked component at Cz exhibits the P300 and N400 in the same

way as that extracted from the EEG filtered with 1–40 Hz (Fig. 4.5, A). In contrast to the

EEG filtered with 1–40 Hz, however, the stimulus-triggered average EEG at Cz has the P300

and N400 peaks in the same way as the extracted stimulus-locked component (Fig. 4.5, A). The

amplitudes of the P300 and N400 in the stimulus-triggered average EEG are large at around Fz

in the same way as the extracted stimulus-locked components (Fig. 4.5, B), and the dp of the

P300 and N400 between them are significantly greater than zero (dp = 0.91 ± 0.14, p < 0.05 for

the P300; dp = 0.91 ± 0.12, p < 0.05 for the N400). These results indicate that, in the case of

the EEG filtered with 2–40 Hz, the effect of the temporal smearing by the overt response-locked

components is not so large as to change these scalp distributions significantly.

Similar to the EEG filtered with 1–40 Hz, both the extracted overt response-locked component

and the overt response-triggered average EEG at Cz exhibit the N-40 and P160 (Fig. 4.5, C). The

amplitudes of the N-40 and P160 in the overt response-triggered average EEG are large at around

Cz in the same way as the extracted overt response-locked components (Fig. 4.5, D), and the dp

of the N-40 and P160 between them are significantly greater than zero (dp = 0.87±0.11, p < 0.05

for the N-40; dp = 0.92 ± 0.067, p < 0.05 for the P160). On the other hand, the amplitudes of

the N-40 and P160 at Cz in the overt response-locked components are significantly smaller than

those in the overt response-locked components extracted from the EEG filtered with 1–40 Hz

(−2.63 ± 1.07 and −4.82 ± 3.44, respectively, p < 0.05 for the N-40; 4.03 ± 1.07 and 5.31 ± 2.27,

respectively, p < 0.05 for the P160). This result suggests that the above-mentioned small effect of

the temporal smearing by the overt response-locked components is due to the attenuated peaks

in the overt response-locked components.
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Figure 4.4: Scalp distributions of the P300, N400, N-40 and P160. A: The P300 and N400 in the
extracted stimulus-locked components, the stimulus-triggered average EEG, the reconstructed
stimulus-triggered average EEG and the AEP obtained from all the subjects’ EEG. B: The N-40
and P160 in the extracted overt response-locked components, the overt response-triggered average
EEG, the reconstructed overt response-triggered average EEG and the MRP obtained from all
the subjects’ EEG.
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Figure 4.5: Decomposition of EEG (2–40 Hz) during the SR-task. A: Extracted stimulus-locked
component at Cz (solid blue line) and stimulus-triggered average EEG during the SR-task at
Cz (dotted blue line). For comparison, the stimulus-locked component at Cz and the stimulus-
triggered average EEG at Cz obtained from the EEG filtered with 1–40 Hz are superimposed
(solid red and dotted red lines respectively). B: Scalp distributions of the P300 and N400 in the
extracted stimulus-locked components and the stimulus-triggered average EEG during the SR-
task. C: Extracted overt response-locked component at Cz (solid blue line) and overt response-
triggered average EEG during the SR-task at Cz (dotted blue line). For comparison, the overt
response-locked component at Cz and the overt response-triggered average EEG at Cz obtained
from the EEG filtered with 1–40 Hz are superimposed (solid red and dotted red lines respectively).
D: Scalp distributions of the N-40 and P160 in the extracted overt response-locked components
and the overt response-triggered average EEG during the SR-task.
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4.3 Discussion

4.3.1 Stimulus-locked EEG Component

I extract the stimulus-locked components by Eq. (3.9) from the EEG data during the SR-task.

The extracted stimulus-locked components exhibit the N100, P200, P300 and N400. The existence

of the N100 and P200 is in agreement with previous studies which have examined EEG during

simple reaction time tasks [20,21]. In this study, I evaluate the effect of the temporal overlapping

at the late peaks: the P300 and N400.

As for the P300, the scalp distributions between the extracted stimulus-locked components

and the stimulus-triggered average EEG appear to be different in the case of the EEG filtered with

1–40 Hz. However, the effect of the temporal smearing by the overt response-locked components

is not so large as to change the global scalp distributions (measured by the dp) significantly. The

local difference between the stimulus-locked P300 and the stimulus-triggered average P300, the

former showing more frontal topology, should be studied further.

On the contrary, at the N400, the significant difference of the scalp distributions between the

extracted stimulus-locked components and the stimulus-triggered average EEG is observed.

As for the EEG filtered with 1–40 Hz, the N400 amplitudes in the extracted stimulus-locked

components are large in the central region. The validity of the central N400 in the extracted

stimulus-locked components is supported by a previous study which reports a stimulus-locked,

centro-parietal N400 during audio-visual cognitive tasks with overt responses [22]. The result that

the AEP, which is thought to reflect only a stimulus-related brain process, also has a centrally

distributed N400 could also be evidence supporting the validity of the N400 in the extracted

stimulus-locked components.

The scalp distributions of the N400 in the extracted stimulus-locked components are different

from those in the stimulus-triggered average EEG. However, when the extracted overt response-

locked components are overlapped on the stimulus-locked components, the difference in the N400

between them disappears. This suggests that the difference is attributable to the overlapping of

the overt response-locked components.
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As for the EEG filtered with 2–40 Hz, the N400 appears at around Cz even in the stimulus-

triggered average EEG in the same way as the extracted stimulus-locked components. This is

likely because, in the case of the EEG filtered with 2–40 Hz, the overt response-locked components

are attenuated by the high-pass filter, and the resultant small effect of the temporal smearing

discloses the original N400 in the stimulus-triggered average EEG. Its scalp distributions are

similar across subjects; the dot product between a subject’s vector and the other subjects’ average

vector is calculated for each subject and compared with zero by the Wilcoxon signed-rank test

(dp = 0.83±0.20, p < 0.05). Then again, the N400 which appears in the EEG filtered with 2–40 Hz

additionally confirms the existence of the N400 in the stimulus-locked components extracted from

the EEG filtered with 1–40 Hz.

The above results indicate that the differences between the stimulus-locked components and

the stimulus-triggered average EEG can be attributed to the temporal overlapping of the overt

response-locked components, and the effects of the temporal overlapping are different between

the filter properties used, because the waveforms of the overlapping components vary depending

on the filter properties.

On the other hand, although the auditory stimuli are the same during the SR-task and the

S-task, the waveforms of the late parts in the extracted stimulus-locked components and the

AEP are different; the AEP does not exhibit the clear P300 in contrast to the stimulus-locked

components (Fig. 4.2). This indicates that even the “pure” stimulus-related activity is modulated

depending on whether the overt response is required or not. In another task requiring no motor

responses, different P300 evoked by the same stimuli in different instructions have also been

reported [23]. These results might reflect the context-dependent modulation of the stimulus-

related EEG activity.

4.3.2 Overt Response-locked EEG Component

In many studies which examine movement-related potentials, slow components of averaged EEG

have been discussed (for example, [24–27]). However, in this study, such slow components are

cut by the high-pass filter of 1 or 2 Hz because of the methodological limitation (see Chapter 3).
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Therefore, in the present study I cannot easily deal with classical slow components, such as the

Bereitshaftspotential [25, 27].

I extract the overt response-locked components by Eq. (3.10) from the EEG data during the

SR-task. The extracted overt response-locked components exhibit the three distinct peaks: the

N-40, P160 and N500. The existence of these peaks is in agreement with a previous study which

examined EEG during cued movements [26]. In this study, I evaluate the effect of the temporal

overlapping at the earlier peaks: the N-40 and P160.

In the EEG filtered with both 1–40 and 2–40 Hz, the scalp distributions of the N-40 and P160

in the extracted overt response-locked components are similar to those in the overt response-

triggered average EEG during the SR-task. This suggests that the distributions of the overt

response-locked components are less smeared by the temporal overlapping of the stimulus-locked

components. This is because the stimulus-locked components do not have large slow waves in

comparison with the overt response-locked components and, by the averaging procedure, are

easily diminished as a result of phase cancellations of fast waves.

The MRP do not exhibit the clear N-40, in contrast to the overt response-locked components

and the overt response-triggered average EEG. By the averaging procedure, some studies [24,26]

have also revealed different EEG activity during self-paced movements and cued movements. The

similarity of the overt response-locked component and the overt response-triggered average EEG

suggests that the differences in the overt response-triggered average EEG between the tasks ob-

served in this and previous studies are due not to the temporal overlapping of the stimulus-locked

components but to the context-dependent modulation of overt response-related EEG activity.

Although the subjects responded with their right index fingers, significant asymmetry is not

observed for the N-40 and P160 in the extracted overt response-locked components, in contrast

to the overt response-triggered average EEG and to previous studies (for example, [25]). This is

because the noise amplified by the decomposition makes the inter-subject variability of the N-40

and P160 distributions large and the p-values become higher.

53



4.4 Conclusions

In conclusion, the results presented in this chapter confirm the feasibility and usefulness of the

frequency domain decomposition of EEG data into stimulus- and overt response-locked compo-

nents during a reaction time task, and show that the contamination by the temporal overlapping

is large especially in the late part of the stimulus-triggered average EEG during the SR-task when

slow waves remain in the EEG data.

It should be noted that the effect of the temporal smearing shown in this study may not hold

true for every reaction time task. This is because the effect of the temporal smearing is determined

by the distribution of RTs and the waveform of the stimulus- or overt response-locked components

[see Eqs. (2.2) and (2.3)]; that is, the contamination is task-dependent and cannot be examined

directly without the decomposition. Therefore, to examine the brain activity during reaction

time tasks in detail, the decomposition is required eventually, regardless of which components we

use and whether they are obtained by the averaging procedure or by the proposed method.
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Chapter 5

EEG during Tasks with Covert
Responses

In this chapter, I firstly introduce reports on the brain activity during tasks which require covert

responses. Then, based on the reports, I mathematically formulate the EEG during the tasks

with covert responses. Finally, I discuss the previous methods for extracting the stimulus- and

covert response-locked components from the EEG, and discuss the necessity of a novel method

for extracting the two components.

5.1 Brain Activity during Tasks with Covert Responses

As stated in Chapter 2, when a subject makes an overt response to a stimulus, stimulus- and

overt response-locked brain activities occur. Similarly, when a subject makes a covert response

to a stimulus, such as the perception of ambiguous figures or the solving of complex problems, it

is considered that stimulus- and covert response-locked brain activities occur [28–32].

Indeed, studies by Tallon-Baudry et al. [31, 32] suggest the presence of the covert response-

locked component in addition to the stimulus-locked component in EEG during cognitive tasks.

They examined the EEG during the viewing of illusory (Kanizsa) triangles (Fig. 5.1, A) by time-

frequency analysis, showed that the gamma activity which is not time-locked to the stimulus onset

was induced when the subject perceived the triangles, and suggested the role of the induced
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gamma activity1 in the construction of a coherent representation of objects and the rehearsal

of the representation in the memory. This report indicates that some brain activities related

to perception and memory recall are not time-locked to the stimulus onsets but to the covert

response onsets.

5.2 Mathematical Formulation

Like the EEG during tasks with overt responses, the EEG during tasks with covert responses is

assumed to consist of a stimulus-locked component, a covert response-locked component shifted

by the delay of an individual trial, and noise. Therefore, the EEG is expressed by:

yn(t) = s(t) + cr(t − τn) + vn(t) (t = 0, · · · , T − 1; n = 1, · · · , N), (5.1)

where yn(t): observed EEG data in trial n; s(t): stimulus-locked component; cr(t): covert

response-locked component; τn: delay of cr(t) in trial n; vn(t): noise in trial n. This implies

that ongoing EEG activity and trial-to-trial variability of stimulus- and covert response-locked

activity are included in vn(t). Note that, in this case, τn is unknown, in contrast to tasks with

overt responses.

5.3 Previous Methods

While the stimulus-locked component has been extracted by the stimulus-triggered averaging

procedure, the covert response-locked component cannot be extracted by the averaging procedure,

or even by the method proposed in Chapter 3, because its delays in individual trials are of

unknown length.

5.3.1 Time-frequency Analyses

As mentioned above, using time-frequency analyses, some studies have examined the induced

EEG activity, or covert response-locked EEG activity [28,29,31–33]. A time-frequency analysis is

1They call EEG activity not time-locked to stimulus onset “induced” activity. In contrast, I define the covert
response-locked component as being the EEG component not time-locked to stimulus onset (see Chapter 1).
Therefore, their term “induced” corresponds to the term “covert response-locked” used in this thesis.
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Figure 5.1: Induced gamma activity. A: The subjects were presented with four different stimuli.
Both the illusory (Kanizsa) and the real triangles were coherent stimuli, leading to a coherent
percept through a bottom-up feature binding process. The “no-triangle” stimulus served as a
control. Subjects had silently to count the occurrences of the target stimulus, a curved illusory
triangle, and to report this number at the end of each recording block. This task, when correctly
performed, ensured that the subjects perceived correctly the illusory triangles and remained
attentive throughout the whole recording session. B: Time-frequency power of the EEG at
electrode Cz, in response to the illusory triangle (top) and to the no-triangle stimulus (bottom).
Two successive bursts of oscillatory activities were observed. A first burst occurred at about
100 ms and 40 Hz; it was a stimulus-locked response peaking at electrode Cz. It showed no
difference between stimulus types, and thus cannot reflect the spatial feature-binding process
required to perceive the triangles. The second burst, around 280 ms and between 30 and 60
Hz, was not stimulus-locked, and most prominent in response to coherent stimuli. There was no
statistical difference in the gamma range between the responses to the illusory and real triangles.
Induced gamma could thus reflect the spatial binding of the elementary features of the picture
into a coherent representation of the triangle. It should be noted that no component of the
stimulus-locked response discriminated between coherent and non-coherent stimuli. (Adapted
from [31])
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a method for mapping a one-dimensional signal of time into a two-dimensional function of time

and frequency by a time-frequency transform, such as the short-time Fourier transform and the

continuous wavelet transform [34]. Because the stimulus-triggered averaging procedure canceled

out the induced EEG activity (Fig. 5.2, B), in these studies [28,29,31–33], time-frequency analyses

were used before applying the averaging procedure as follows. First, time-frequency analyses

were applied to individual single-trial EEG epochs, and time-frequency powers were estimated

(Fig. 5.2, D). Then, the time-frequency powers were averaged across trials (Fig. 5.2, E). Tallon-

Baudry and Bertrand [32] stated that this approach can identify non-phase-locked activity as long

as the signal-to-noise ratio is high enough and the jitter does not exceed the wavelet duration

used in the time-frequency transform.

However, the limitation of the time-frequency analyses is that this method only identifies

the power and average delay of the covert response-locked component. To obtain more detailed

information on the covert response-locked components, their waveforms and delays of individual

trials, we need to use another method rather than the time-frequency analyses.

5.3.2 Peak Picking, Woody’s Method, and Pham et al.’s Method

Hitherto, the waveforms and delays of the covert response-locked components have been obtained

by peak picking, Woody’s method and Pham et al.’s method [35–43]. In peak picking, EEG is

low-pass filtered, and the individual delay of the covert response-locked component is estimated

by detecting the largest positive/negative deflection in a predefined time window. In Woody’s

method [43], cross-correlation is calculated between a template that resembles the waveform of

the covert response-locked component and the low-pass filtered EEG. The individual delay is

defined as the time lag by which the template should be shifted to obtain the maximal cross-

correlation. In Pham et al.’s method [40], the individual delays are estimated by the maximum

likelihood approach employing iterative Fisher-scoring.

A critical problem of these methods is their underlying assumption. These methods implicitly

or explicitly assume that only one component, the covert response-locked component, appears
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Figure 5.2: Identification of induced activity (covert response-locked activity) by time-frequency
analyses. (Adapted from [32])
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after stimulus onsets; that is, these methods model the EEG by:

yn(t) = cr(t − τn) + vn(t), (5.2)

being obviously different from Eq. (5.1). In my assumption of Eq. (5.1), there are two components

and the two components can be temporally overlapping. The temporal overlapping of the two

unknown components makes the problem quite difficult because the two components contaminate

each other, and the appearance of the two components varies from trial to trial (see Fig. 2.5, B).

For example, it is possible that a negative peak in the stimulus-locked component averages out a

positive peak in the covert response-locked component and both of the components appear not

to have the peaks. Because methods which assume only one component do not consider such a

contamination effect, they cannot be used when two components are temporally overlapping.

5.4 Conclusions

From the previous studies on the EEG during cognitive tasks, it is suggested that, even when

a subject does not respond overtly to a stimulus, EEG activity can exhibit two components:

the stimulus- and covert response-locked components. To extract the two components, time-

frequency analyses, peak picking, Woody’s Method, and Pham et al.’s Method have been used.

However, these methods are not adequate. Therefore, it is necessary to propose a novel method for

extracting the stimulus- and covert response-locked components. In the next chapter, I propose

such a method.
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Chapter 6

Proposed Method for Covert
Responses

In the previous chapter, I describe the necessity of a novel method for temporally decomposing

EEG into the stimulus- and covert response-locked components without knowledge of the individ-

ual delays of the covert response-locked component. In this chapter, I propose a non-parametric

method for the temporal decomposition.

6.1 Decomposition Method

I assume that the EEG activity consists of the stimulus- and covert response-locked components

and is expressed by Eq. (5.1). Here, the objective is to obtain s(t), cr(t) and τn only from yn(t)

(n = 1, · · · , N) (Fig. 6.1).

Once a set of delays τ = [τ1, τ2, · · · , τN ] is determined, the waveforms of s(t) and cr(t) are

determined by the proposed method for overt responses (see Chapter 3). In the method for overt

responses, s(t) and cr(t) extracted by using τ are respectively expressed by:

sτ (t) = IDFT

[
1
N

N∑

n=1

exp (−i2πωτn/T ) Ȳ (ω) − Ē(ω)Yn (ω)
D(n,ω)

]
, (6.1)

crτ (t) = IDFT

[
1
N

N∑

n=1

Yn (ω) − Ȳ (ω)
D(n,ω)

]
. (6.2)
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Figure 6.1: Schematic representation of the objective.
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I estimate true τ under a certain assumption. Figure 6.2 shows the simulation results on

which the assumption is based. If τ is true, the waveforms of sτ (t) and crτ (t) are close to those

of s(t) and cr(t) (Fig. 6.2, C), and the waveform of sτ (t) + crτ (t − τn) becomes close to yn(t)

(Fig. 6.2, E). In contrast, if τ is wrong, the waveforms of sτ (t) and crτ (t) are not close to those

of s(t) and cr(t) (Fig. 6.2, D), and the waveform of sτ (t) + crτ (t − τn) does not become close

to yn(t) (Fig. 6.2, F). Based on these simulation results, I assume that sets of nearly true delays

provide better approximations of the observed EEG data than sets of wrong delays. Under this

assumption, I estimate the true τ by solving an optimization problem of:

Minimize oτ =
t2∑

t=t1

N∑

n=1

{yn(t) − sτ (t) − crτ (t − τn)}2

Subject to τ ⊂ N.

In this study, t1 and t2 were respectively set at 0 and 1000 ms after the stimulus onset.

To select algorithms for solving this optimization problem, by using simulated data, I checked

the structure of the objective function by changing τk (k was fixed) one step at a time (an example

is shown in Fig. 6.3). Consequently, as the objective function seemed to have many local minima

(Fig. 6.3), hill-climbing methods [44], such as the steepest descent method [44], are not suitable

because these methods are easily trapped in a local minimum. Stochastic algorithms, such as

simulated annealing [44–46], are thus considered suitable because these methods can escape from

a local minimum and find a global minimum.

Among the algorithms I tested, a random search [44, 46, 47] is the best in the point that

this algorithm achieves speedy convergence to a global minimum with a high probability. The

procedure of the random search is as follows:

1. Generate a set of delays τ by random numbers, and set the index of the delays k to 1.

2. Obtain oτ .

3. Make τ ′ by changing τk in τ randomly.

4. Obtain oτ ′ .
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component (top) and covert response-locked component (bottom) extracted using a wrong τ by
the method for overt responses. The waveforms of these components are different from those
of the original ones. E: Reconstructed data from the components extracted by the true τ . Its
waveform is similar to that of the simulated data (top row in B). F: Reconstructed data from
the components extracted by the wrong τ . Its waveform is different from that of the simulated
data (top row in B).
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Figure 6.3: Value of objective function for each value of τk (k = 1) obtained from simulated data.
The other τk (k "= 1) are fixed at random numbers.
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5. Replace τ and oτ by τ ′ and oτ ′ respectively if oτ ′ is smaller than oτ .

6. Return to step 3 with increasing k by 1 (k returns to 1 if k becomes larger than N).

This procedure is different from the so-called general random search [44,46,47] in the point that,

at step 3 in each iteration, this procedure does not change all of the τn (n = 1, · · · , N), but only

one τk, where k circulates from 1 to N as the iteration number increases.

By using yn(n = 1, · · · , N) shown in Fig. 6.2, B, I demonstrate the performance of the random

search in Fig. 6.4. Figure 6.4, A, shows how the values of the objective function decrease within

the same computational time (10 s) by the following four algorithms: the random search, a more

general random search [47] where the procedure is the same as one I used except for making

τ ′ by random numbers at step 3, a genetic algorithm [48] and simulated annealing [45]. The

convergence of the random search is the fastest among these (Fig. 6.4, A). Figure 6.4, B, shows

the converged points by 2000 [= 20×N (N = 100)] iterations of the random search, taking about

13 s by a personal computer [Dell XPS M1210 Intel(R) Core(TM)2 CPU T7200 @ 2.00GHz].

The 2000 iterations were repeated 100 times with different initial τ at step 1. Among the 100

converged points, 54 points (encircled points in Fig. 6.4, B) reached values smaller than 200, and

the correlation coefficients between the estimated and original delays were higher than 0.94. This

indicates that the random search achieves convergence to a global minimum with a probability

of about 0.5, being adequately high for practical use.

In the optimization, I firstly repeated 20 × N iterations of the random search 50 times, and

obtained 50 sets of τ and oτ . Then, I started 20×N iterations from the τ which had the smallest

oτ among the 50 sets.

During the optimization, I monitored the variance across n of yn(t) − sτ (t) − crτ (t − τn),

which became smaller and smaller as the optimization proceeded, and stopped the optimization

if the variance became smaller than those of the prestimulus level. This is because yn(t)−sτ (t)−

crτ (t − τn) is considered as the extracted background noise and the level of original background

noise is considered not to decrease after stimulus onsets.

After the optimization, I adjusted the average of the obtained τ . This adjustment is re-
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Figure 6.4: Performance of a random search. A: Decay of the values of the objective function
by the restricted random search proposed (thick solid line), complete random search (thin solid
line), genetic algorithm (thick dotted line), and simulated annealing (thin dotted line). B: Scatter
plots of the converged values of the objective function and the correlation coefficients between
the estimated and original delays by the restricted random search. Encircled dots indicate the
converged points whose values of the objective function are lower than 200.

quired because the average of τ varies depending on the time point defined as the onset of the

covert response-locked component and the onset is arbitrarily determined in the optimization.

For example, I adjusted the average of τ obtained from the EEG during NoGo trials so that

the maximum peaks in the extracted covert response-locked components became their onsets

(described in Chapter 7). I then called the adjusted τ the estimated delays.

6.2 Simulation Test with Artificial Data

In order to verify the performance of the proposed method, a numerical experiment was performed

on a set of known artificial signals.

6.2.1 Methods

In this simulation, original s(t) and cr(t) were generated by the exponential and the cosine

functions respectively (Fig. 6.2, A). Gaussian random numbers [mean = 270 ms, standard

deviation (SD) = 50 ms] were used as τ , and white noise was used as vn(t). To examine
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the relation between the accuracy of the estimated τ and noise level, I generated 11 sets of

yn(t)(n = 1, · · · , 100) with different signal to noise ratio (SNR) of −10,−9, · · · , 0 by adjusting

SD of vn(t) to 0.56, 0.50, 0.45, 0.39, 0.36, 0.32, 0.28, 0.25, 0.22, 0.20, 0.18, respectively. The SNR

was defined as 10 log10(
∑T−1

t=0 cr(t)2/
∑T−1

t=0 vn(t)2).

Because the proposed method uses a stochastic algorithm (the random search), the estimation

results should vary more or less in every estimation. To examine the robustness of the estimation

results, I applied the proposed method to each set of yn(t)(n = 1, · · · , 100) for 10 times, and

obtained 10 sets of τ , sτ (t) and crτ (t) for each set. Because the averages of τ were arbitrarily

determined in the optimization, the averages of the estimated τ were adjusted to those of the

original τ . The accuracy of the estimated τ was quantified by the correlation coefficient between

the estimated and original τ (Figs. 6.5, D). Also, the similarity of the extracted component to

the original one was quantified by the correlation coefficient between them, corresponding to the

cross correlation between them at the lag of zero.

6.2.2 Results

Figure 6.5 shows the results of the simulation test with artificial data. Examples of the extracted

components and estimated delays from the simulated data with a SNR of 0 are shown in Fig. 6.5,

A–C. The extracted stimulus-locked components are highly correlated with the original one (r =

0.96) (Fig. 6.5, A), as are the extracted covert response-locked components (r = 0.93) (Fig. 6.5,

B). The estimated delays are significantly correlated with the original ones (r = 0.99, p < 0.05,

slope = 0.96) (Fig. 6.5, C). This indicates that the performance of the method is adequately

accurate when the SNR is 0. The correlation coefficients between the original and estimated

delays from the simulated data with a SNR of −10, · · · , 0 are shown in Fig. 6.5, D. For a SNR

≥ −7 (SD of the noise ≤ 0.39), the correlation coefficients are high in all the repeated estimations

(Fig. 6.5, D), indicating that the estimation is adequately accurate and robust when the SNR is

high. In contrast, for a SNR < 7 (SD of the noise > 0.39), the correlation coefficients are low and

variable across the repeated estimations (Fig. 6.5, D), indicating that the estimation is neither

accurate nor robust when the SNR is low.
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Figure 6.5: Simulation with artificial data. A–C: Examples of the extracted components and the
estimated delays when the SNR is set to zero. A: Extracted stimulus-locked component (solid
line) and original one (dotted line). B: Extracted covert response-locked component (solid line)
and original one (dotted line). The horizontal axis represents relative time to the defined onsets
of the covert response-locked component. C: Scatter plot of the estimated and original delays. D:
Correlation coefficients between the estimated and original delays for each SNR. The diamonds
and error bars respectively represent the means and SDs of the correlation coefficients.
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6.3 Simulation Test with EEG Data

In order to test the performance of the method for more EEG-like data, an additional numerical

experiment was performed using real EEG data.

6.3.1 Methods

In this simulation, the stimulus- and overt response-locked components extracted by the method

for overt responses (see Chapter 3) from all the subjects’ EEG and RTs during Go trials in the

Go/NoGo task (described in Chapter 7) were used as s(t) and cr(t) respectively, and the RTs,

which were randomly selected from all the subjects’ RTs during Go trials, were used as τ . Noise

vn(t)(n = 1, · · · , 100) was obtained from all the subjects’ EEG during a passive viewing task

(described in Chapter 7) in the following way. The averaged EEG across trials were subtracted

from each of the sets of EEG data, and the resultant EEG was discrete Fourier transformed and

new sweeps were constructed by randomizing the phase information of the transformed EEG,

while keeping their distributions constant (see [49], for a detailed description). From the sweeps

obtained, I randomly selected 100 sweeps, and used them as vn(t)(n = 1, · · · , 100). To examine

the relation between the accuracy of the estimated τ and the noise level, I generated 11 sets

of yn(t)(n = 1, · · · , 100) with different SNR of −10,−9, · · · , 0 by adjusting the SD of vn(t) to

2.6, 2.3, 2.0, 1.8, 1.6, 1.4, 1.3, 1.2, 1.0, 0.91, 0.81, respectively. Without the adjustment, the SD of

vn(t) was 6.8 and the SNR was −18.

As in the simulation test with artificial data, I applied the proposed method to each set of

yn(t)(n = 1, · · · , 100) 10 times, and obtained 10 sets of τ , sτ (t) and crτ (t) for each set. Because

the averages of τ were arbitrarily determined in the optimization, the averages of the estimated

τ were adjusted to those of the original τ . The accuracy of the estimated τ was quantified by the

correlation coefficient between the estimated and original τ (Figs. 6.6, D). Also, the similarity of

the extracted component to the original one was quantified by the correlation coefficient between

them, corresponding to the cross correlation between them at a lag of zero.
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6.3.2 Results

Figure 6.6 shows the results of the simulation test with EEG data. Examples of the extracted

components and estimated delays from the simulated data with a SNR of 0 are shown in Fig. 6.6,

A–C. The extracted stimulus-locked components are highly correlated with the original one (r =

0.94) (Fig. 6.6, A), as are the extracted covert response-locked components (r = 0.89) (Fig. 6.6,

B). The estimated delays are significantly correlated with the original ones (r = 0.94, p < 0.05,

slope = 0.78) (Fig. 6.6, C). This indicates that the performance of the method is adequately

accurate when the SNR is 0. The correlation coefficients between the original and estimated

delays from the simulated data with a SNR of −10, · · · , 0 are shown in Fig. 6.6, D. For a SNR

≥ −4 (SD of the noise ≤ 1.3), the correlation coefficients are high in all the repeated estimations

(Fig. 6.6, D), indicating that the estimation is adequately accurate and robust when the SNR

is high. In contrast, for a SNR < −4 (SD of the noise > 1.3), the correlation coefficients are

low and variable across the repeated estimations (Fig. 6.6, D), indicating that the estimation is

neither accurate nor robust when the SNR is low.

6.4 Discussion

The simulation tests show that the proposed method can obtain the delays of the covert response-

locked component even from noisy data, the SNR of which is lower than zero but higher than

−6 (for artificial data) or −3 (for EEG data) (Figs. 6.5 and 6.6, D). Here, the SNR lower than

zero means that the level of the noise is larger than that of the signal. Generally speaking, when

the noise is larger than the signal, it is quite difficult, or impossible, to estimate the variable

delays of the signal from single-trial data. The proposed method deals with the difficulty in a

paradoxical way. To estimate the delays of “individual” trials, the method uses data epochs of

“all” the trials in calculating the objective function. That is, I use all the trials for individual

trials. This strategy is an essential point in the feasibility of the proposed method for noisy data,

such as EEG data.

The simulation tests also show that the estimation results become inaccurate when the SNR
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Figure 6.6: Simulation with EEG data. A–C: Examples of the extracted components and the
estimated delays when the SNR is set to zero. A: Extracted stimulus-locked component (solid
line) and original one (dotted line). B: Extracted covert response-locked component (solid line)
and original one (dotted line). The horizontal axis represents relative time to the defined onsets
of the covert response-locked component. C: Scatter plot of the estimated and original delays. D:
Correlation coefficients between the estimated and original delays for each SNR. The diamonds
and error bars respectively represent the means and SDs of the correlation coefficients.
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is lower than −7 (for artificial data) or −4 (for EEG data) (Figs. 6.5 and 6.6, D). It is of note

that these results hold true only when the number of trials N is 100, and the accuracy of the

estimation depends on the number of trials. When the number of trials is smaller, the waveforms

of the components extracted by using true delays become less accurate. This indicates that the

estimated delays obtained by searching for the delays which minimize the value of the objective

function become less accurate. In contrast, when the number of trials is larger, the waveforms

of the components extracted by using true delays become more accurate. As a result, the true

delays decrease the value of the objective function more adequately, and the estimated delays

obtained by searching for the delays which minimize the value of the objective function become

more accurate. In fact, in my simulation tests (see Appendix D), as the number of trials increases,

the correlation coefficients between the estimated and original delays become greater. Therefore,

as long as the optimization problem can be solved, the proposed method can overcome a higher

noise level by increasing the number of trials.

In the optimization, I search for the set of the delays which minimizes the objective function.

I adopt the random search for the optimization, because it achieves speedy convergence to a

global minimum with a high probability. Generally speaking, a complete random search is a very

slow algorithm when the number of trials N is large (see Fig. 6.4, A, thin solid line). This is

because, as N increases, the size of the search space increases exponentially and the probability

of finding an optimal set of delays decreases exponentially. I overcome this problem by searching

for the delays sequentially. That is, I reduce the dimension of the search space from N to 1 by

searching for the delays with respect to individual trials, and increase the probability to find a

better set of delays. This is the reason why the convergence of the restricted random search

I used is fast (Fig. 6.4, A, thick solid line), with a high probability of convergence to a global

minimum (Fig. 6.4, B).

Because the random search is a stochastic algorithm, the estimated delays and the extracted

components should vary more or less in each repeated estimation. The repeated simulation tests

show that, when the SNR is high, the accuracy of the estimation is high and almost the same
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across the repetitions (Figs. 6.5 and 6.6, D), indicating that the estimation is robust when it is

accurate. When the SNR is low, the accuracy of the estimation is low and variable across the

repetitions (Figs. 6.5 and 6.6, D), indicating that the estimation is not robust when it is not

accurate. From these results, it is suggested that the robustness can be an index of the accuracy

of the estimation.

On the other hand, the proposed method has a limitation. In calculating the objective

function, this method uses the method for overt responses proposed in Chapter 3. This method

has the technical limitation that slow waves (∼ 1 Hz) in noise are amplified by the decomposition.

Because of this limitation, the proposed method cannot easily deal with slow components, such as

the contingent negative variation [50]. To extract slow components by the proposed method, we

need to increase the number of trials at the expense of the calculation time for the optimization.

6.5 Conclusions

In this chapter, I propose a method for obtaining the stimulus-locked component, the covert

response-locked component, and its delays of individual trials. The simulation results indicate

the feasibility of the proposed method for artificial and EEG data. In the next chapter, I apply

the proposed method to the EEG during NoGo trials of a Go/NoGo task.

73



Chapter 7

Application to EEG during NoGo
Trials of a Go/NoGo Task

In this chapter, I apply the method proposed in the previous chapter to the EEG during NoGo

trials of a Go/NoGo task, in which subjects are instructed to withhold a response. Although the

subjects do not response overtly in NoGo trials, it is expected that the subjects response covertly

in their brains, and the proposed method can extract the covert response-locked components

together with the stimulus-locked components.

7.1 Methods

7.1.1 Experimental Procedure

Nine healthy adults (age 28.4 ± 3.7 years) constituted the experimental population. All the

subjects gave their informed consent and the local ethics committee approved the experimental

procedure.

The subjects were comfortably seated on a chair in a dimly lit, electrically shielded room.

At about 50 cm in front of the subjects’ eyes, red and green light-emitting diodes (LEDs) for

imperative signals were vertically arrayed 1.5 cm apart on a black panel. The subjects were

instructed to perform two kinds of tasks in the following order: a Go/NoGo task, and a passive

viewing task. In the Go/NoGo task, the subjects undertook four experimental blocks, each

consisting of 50 trials. The subjects were instructed to push a button immediately after a “Go”
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signal (green LED) or not to push it after a “NoGo” signal (red LED). The green or red LED was

illuminated in random order with almost equal probability. In two blocks, the subjects had to

respond with their right index finger, and in the other two blocks with their left index finger. In

an off-line analysis, the data from the blocks of right and left fingers were mixed. In the passive

viewing task, the subjects undertook two experimental blocks, each consisting of 50 trials. The

subjects were instructed passively to view the same stimulus as in the Go/NoGo task. In both

tasks, each trial began with a warning signal (a beep), followed, after a variable delay of 1.8–2.2 s,

by the imperative signals (duration: 500 ms). Inter-trial intervals were randomized from 3.5 to

7.5 s.

During the tasks, surface EEG was recorded from 19-ch Tin electrodes, mounted in a cap

(Electro-Cap International, Inc., Eaton, Ohio, USA) according to the International 10-20 system,

referred to a Tin electrode placed on AFz. The EEG was amplified on a Nihon Kohden EEG-1100

with a time constant of 0.3 s. Because I expected that large EEG activity related to the task

execution would not appear around the earlobes, I placed Ag/AgCl electrodes on both earlobes

and recorded their potentials separately. Their averaged potentials were subtracted from the

EEG data off-line. For monitoring eye movements, an electrooculogram (EOG) was recorded

with a pair of Ag/AgCl electrodes placed above and below the left eye. The sampling rate of the

EEG and EOG was 1000 Hz.

7.1.2 Data Analyses

In an off-line analysis, I resampled the EEG data at a rate of 100 Hz. Because the proposed

method has the technical limitation that slow waves (∼ 1 Hz) in the background EEG activity

are amplified by the decomposition (see Chapter 6), the EEG data were filtered with a bandpass

of 2–40 Hz by using two kinds of finite impulse response (FIR) filters: a high-pass of 2 Hz (300-

point, −26 dB at 1 Hz) and a low-pass of 40 Hz (15-point, −45 dB at 50 Hz). Then, the filtered

EEG data were segmented into 2 s epochs from −500 to 1500 ms after stimulus onsets.

Reaction times of Go trials were defined as the intervals between the stimulus onset and the

button push signal onset. I excluded Go trials with the RT either shorter than 100 ms or longer
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than 400 ms, and excluded NoGo trials with responses. An artifact criterion of ±50 µV was used

for the EEG and EOG to reject trials with excess ocular artifacts or measurement noise. The

numbers of trials obtained per subject were 77 ± 12 for Go trials, 87 ± 13 for NoGo trials, and

78 ± 25 for the passive viewing task.

Application to EEG during Go Trials

Because the EEG during Go trials consists of the stimulus- and overt response-locked components,

it is expected that the EEG during Go trials satisfies the assumption of the proposed method for

covert responses and the proposed method can estimate the RTs of Go trials, i.e., the delays of the

overt response-locked component. To test this, I applied the proposed method to the individual

subject’s EEG data at Cz during Go trials for 10 times, and obtained 10 sets of estimated RTs.

In estimating the RTs, I set the range of the RTs at the width of 300 ms. The accuracy of the

estimated RTs was quantified by the correlation coefficient between the estimated and real RTs.

Check for Existence of Covert Response-locked Component in EEG during NoGo
Trials

Although the proposed method assumes that EEG activity consists of the stimulus- and covert

response-locked components, the validity of this assumption, especially the existence of the covert

response-locked component, is not always guaranteed at least for the EEG during NoGo trials of

the Go/NoGo task. As an alternative assumption, we might also consider that the EEG during

NoGo trials includes only the stimulus-locked component. Therefore, in order to check whether

the EEG included the covert response-locked component or not, I examined the time course of

the EEG variance across trials.

Suppose that the background noise is a stationary process, from the assumption of Eq. (5.1),

the EEG variance across trials Var[y(t)] is approximately expressed by:

Var[y(t)] ≈ 1
N

N∑

n=1

[cr(t − τn) − 1
N

N∑

n=1

cr(t − τn)]2 + Var[v], (7.1)

where Var[v] represents the variance of noise across trials. From Eq. (7.1), if the covert response-
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locked component does not exist, the EEG variance is expressed by:

Var[y(t)] ≈ Var[v]. (7.2)

Equations (7.1) and (7.2) indicate that the time courses of the EEG variance are qualitatively

different depending on whether the covert response-locked component exists or not. If the covert

response-locked component exists, the variance should increase and decrease after stimulus onset

because of the trial-to-trial variability in its delays. In contrast, if the covert response-locked

component does not exist, the variance should be constant. We can confirm this fact by the

simulation results shown in Fig. 7.1. When the simulated data includes the covert response-

locked component (Fig. 7.1, A), the variance across trials of the simulated data shows a transient

increase after stimulus onset (Fig. 7.1, C). In contrast, when the simulated data does not include

the covert response-locked component (Fig. 7.1, B), the variance across trials of the simulated

data is almost constant (Fig. 7.1, D). Therefore, I checked the existence of the covert response-

locked components by examining the time course of the EEG variance across trials (Fig. 7.2).

Application to EEG during NoGo Trials

Because the variance of the EEG during NoGo trials at C3, C4, Fz and Cz showed a transient

increase (Fig. 7.2), I applied the proposed method to these EEG data. I obtained the stimulus-

locked components, the covert response-locked components and the delays for each subject and

each channel. In estimating the delays, I set their range at the width of 400 ms, because the EEG

variance was significantly greater than the pre-stimulus level for about 400 ms after the stimulus

onset (p < 0.05, Wilcoxon signed-rank test).

To examine the robustness of the estimated delays, I repeated the estimation of the delays

10 times for the same EEG data, and obtained 10 sets of delays. The robustness was checked in

the following way. First, I calculated the correlation coefficient between each set and the average

of the other sets, and obtained the 10 correlation coefficients. Then, I conducted a two-tailed

Wilcoxon signed-rank test to assess the null hypothesis that the correlation coefficients did not

differ from zero. If the null hypothesis was not rejected at the alpha level of 0.05, I regarded the
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Figure 7.1: Time course of variance of simulated data. A: Simulated data, consisting of the
stimulus- and covert response-locked components. B: Simulated data, consisting of only the
stimulus-locked components. In A and B, the black lines represent the simulated data of indi-
vidual trials, the blue solid lines represent the means of the simulated data, and the blue dotted
lines represent the mean ±SD of the simulated data. C: Variance across trials of the simulated
data in A. D: Variance across trials of the simulated data in B.
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SNR of the EEG not to be high enough to estimate the delays robustly and excluded the EEG

data from the following analyses. If the null hypothesis was rejected, I regarded the estimation

results to be robust and, in the following analyses, used the set of delays whose correlation

coefficient was the highest. As a result, I obtained the delays of 6 sets for C3, 6 sets for C4, 7

sets for Fz, and 6 sets for Cz, from the 9 subjects’ EEG data during NoGo trials.

I adjusted the averages of the estimated delays so that the estimated delays represented

latencies of the same peaks in the extracted covert response-locked components across subjects.

First, I set a subject’s covert response-locked components as references, and shifted the other

subjects’ delays and the covert response-locked components so that their values of the cross-

correlations with the references became maximum at the lag of zero. Then, I shifted all the

subjects’ delays so that the delays represented latencies of the maximum peaks in the average

covert response-locked components of all the subjects.

After the estimation, to examine the validity of the estimated delays, I formed time-trial

images [7] of the EEG during NoGo trials sorted by the estimated delays (Fig. 7.3). In these

images, all the subjects’ EEG epochs were smoothed vertically with a 15-trial moving average,

and the potential fluctuations were shown as color-coded horizontal lines. If the estimated delays

are valid, both the stimulus- and estimated delay-locked fluctuations should appear, whereas, if

the estimated delays are wrong, only the stimulus-locked fluctuations should appear, as shown in

the left panel in Fig. 7.3. Therefore, I examined whether the estimated delay-locked fluctuations

appeared or not in the time-trial images of the EEG sorted by the estimated delays.

The similarity of the extracted components across subjects was quantified by calculating the

correlation coefficient between a subject’s component and the other subjects’ average component

for each subject, corresponding to the cross-correlation between the two waveforms at a lag of

zero. As for the stimulus-locked components, the similarity of the extracted component to the

stimulus-triggered average EEG was also quantified by the correlation coefficient between them.

A two-tailed Wilcoxon signed-rank test was conducted to assess the null hypothesis that the

correlation coefficients obtained from individual subjects did not differ from zero. An alpha level

79



Table 7.1: Correlation coefficients (r) between the estimated and real RTs in Go trials.

Subj. 1 Subj. 2 Subj. 3 Subj. 4 Subj. 5

r −0.39 ± 0.061 0.017 ± 0.092 0.042 ± 0.15 0.37 ± 0.16 0.69 ± 0.043
Subj. 6 Subj. 7 Subj. 8 Subj. 9

r −0.097 ± 0.11 −0.22 ±−0.25 0.17 ± 0.23 −0.018 ± 0.11

Values are mean ± SD for 10 estimations.

of 0.05 was used for the statistical tests.

7.2 Results

7.2.1 Estimation of RTs in Go Trials

Table 7.1 shows the correlation coefficients between the real and estimated RTs from the in-

dividual subjects’ EEG at Cz during Go trials by the proposed method. For Subjs. 4 and 5,

the estimated RTs are highly correlated with the real RTs (Table 7.1). For the other subjects,

however, the estimated RTs are not correlated with the real RTs (Table 7.1).

7.2.2 Testing Assumption for EEG during NoGo Trials

Figure 7.2 shows the time courses of the EEG variance during NoGo trials of the Go/NoGo task

obtained from all the subjects’ EEG. The variance of the EEG at C3, C4, Fz and Cz during

NoGo trials shows transient increases during 300–500 ms after the stimulus onset (Fig. 7.2). In

contrast, the variance is almost constant for the EEG during the passive viewing task (Fig. 7.2).

This suggests that the EEG at these channels during NoGo trials includes the covert response-

locked component, whereas the EEG during the passive viewing of the same stimulus does not.

Therefore, I apply the proposed method to the EEG at C3, C4, Fz and Cz during NoGo trials.

7.2.3 Decomposing EEG during NoGo Trials

Then, I obtain the stimulus-locked components, covert response-locked components and the delays

for individual EEG channels and individual subjects. The estimated delays, representing the
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Figure 7.2: Time course of the EEG variance across trials at C3, C4, Fz and Cz obtained from
all the subjects’ EEG. The blue lines represent the EEG variance during NoGo trials; the red
lines represent the EEG variance during the passive viewing task.

latencies of the positive peaks in the covert response-locked components, are 403± 76 ms for C3,

360± 66 ms for C4, 292± 78 ms for Fz, and 336± 69 ms for Cz, and these are much longer than

the RTs of Go trials (269 ± 50 ms).

Figure 7.3 shows the time-trial images obtained from all the subjects’ EEG at Cz. When the

EEG epochs are randomly sorted, only the stimulus-locked fluctuations appear (Fig. 7.3, left).

However, when the EEG epochs are sorted by the estimated delays, not only the stimulus-locked

but also the estimated delay-locked fluctuations appear (Fig. 7.3, right), suggestive of the validity

of the estimated delays.

Figure 7.4, A, shows the extracted stimulus-locked components for each EEG channel. The ex-

tracted components exhibit negative peaks at around 240 ms (N200) and positive peaks at around

370 ms (P300) after the stimulus onset for all the 4 channels. The correlation coefficients between

the extracted components of individual subjects and the averaged components of the other sub-

jects are significantly larger than zero (r = 0.54± 0.26, p < 0.05 for C3; r = 0.42± 0.31, p < 0.05

for C4; r = 0.66 ± 0.15, p < 0.05 for Fz; r = 0.43 ± 0.31, p < 0.05 for Cz), indicating that the ex-

tracted components exhibit similar patterns across subjects. The correlation coefficients between
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Figure 7.3: Time-trial images of all the subjects’ EEG at Cz during NoGo trials. In the left
image, the EEG epochs are randomly sorted. In the right image, the EEG epochs are sorted by
the estimated delays. The solid lines represent the stimulus onsets, and the dotted line represents
the estimated delays.

the extracted components and the stimulus-triggered average EEG are significantly larger than

zero (r = 0.90±0.049, p < 0.05 for C3; r = 0.87±0.12, p < 0.05 for C4; r = 0.94±0.050, p < 0.05

for Fz; r = 0.89±0.10, p < 0.05 for Cz), indicating that the extracted stimulus-locked components

exhibit similar patterns to the stimulus-triggered average EEG.

Conventionally, EEG activity related to a response inhibition is examined by using the

NoGo−Go subtracting waveforms of the stimulus-triggered average EEG (for example, [20, 51–

53]). However, the stimulus-triggered average EEG is more or less contaminated by the tempo-

ral overlapping of the response-locked components (see Chapter 2). From the above-mentioned

similarity between the extracted stimulus-locked component and the stimulus-triggered average

EEG, it is expected that the difference in the stimulus-triggered average EEG between Go and

NoGo trials comes from that of the stimulus-locked components. To confirm this expectation, I

compare the NoGo−Go subtracting waveforms of the stimulus-triggered average EEG with those

of the stimulus-locked components. The stimulus-locked components of Go trials are extracted

from the EEG and real RTs of Go trials by the method for overt responses. The NoGo−Go

subtracting waveforms of the stimulus-triggered average EEG appear to be almost the same as

those of the stimulus-locked components (Fig. 7.4, B), and the squared correlation coefficients

between them are high (r2 = 0.59 for C3; r2 = 0.70 for C4; r2 = 0.94 for Fz; r2 = 0.83 for Cz).
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Therefore, it is suggested that, at around Fz and Cz, the differences of the stimulus-triggered

average EEG between Go and NoGo trials are mainly (about 83–94%) attributable to those of

the stimulus-locked components.
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Figure 7.4: Extracted stimulus-locked components at C3, C4, Fz and Cz. A: Stimulus-locked
components extracted from the EEG during NoGo trials. The black lines represent the extracted
stimulus-locked components of individual subjects, and the blue lines represent the averaged
components across subjects. B: Differences of the extracted stimulus-locked components between
Go and NoGo trials at Cz. The left panel shows the stimulus-locked component (blue line) and
the stimulus-triggered average (red line) of NoGo trials. The middle panel shows the stimulus-
locked component (blue line) and the stimulus-triggered average (red line) of Go trials. The right
panel shows the NoGo−Go subtracting waveforms of the stimulus-locked component (blue line)
and that of the stimulus-triggered average EEG (red line).

Figure 7.5 shows the extracted covert response-locked components for each EEG channel.

The extracted covert response-locked components exhibit positive peaks, whose magnitudes are

comparable with those in the extracted stimulus-locked components. The correlation coefficients

between the extracted components of individual subjects and the averaged components of the

83



other subjects are significantly larger than zero (r = 0.67 ± 0.097, p < 0.05 for C3; r = 0.67 ±

0.24, p < 0.05 for C4; r = 0.56±0.27, p < 0.05 for Fz; r = 0.67±0.17, p < 0.05 for Cz), indicating

that the extracted covert response-locked components exhibit similar patterns across subjects.
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Figure 7.5: Extracted covert response-locked components from the EEG at C3, C4, Fz and Cz
during NoGo trials. The black lines represent the extracted covert response-locked components
of individual subjects, and the blue lines represent the averaged components across subjects. The
horizontal axes represent relative time to the time points of the maximum peaks in the average
covert response-locked components.

7.3 Discussion

7.3.1 Estimated RTs from EEG during Go Trials

By applying the proposed method to the EEG during Go trials, the RTs of Go trials are success-

fully estimated for Subjs. 4 and 5, but are not for the other subjects (Table 7.1). The successes

of the estimation support the feasibility of the method for real EEG data. On the other hand,

the failures of the estimation are partially due to the low SNR of EEG during Go trials and

to the fact that the stimulus-unlocked components are not necessarily time-locked to the motor

responses. As for the latter, Verleger et al. [54] examined the EEG during choice reaction time

tasks by the stimulus- and response-triggered averaging procedures, and reported that the P3b

is time-locked to neither stimulus nor motor response onsets. Considering that the Go/NoGo
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task is a choice reaction time task, it is possible that the EEG during Go trials also includes the

components time-locked to neither stimulus nor motor response onsets and the method extracts

such components instead of the overt response-locked components.

7.3.2 Extracted Components from EEG during NoGo Trials

The proposed method assumes that the EEG activity consists of a stimulus-locked component

and a covert response-locked component. However, the existence of a covert response-locked

component is less evident than a stimulus-locked component, which appears with the use of the

stimulus-triggered averaging procedure. Therefore, to check the validity of the assumption, I

examine whether the EEG variance across trials increases after the stimulus onset. Although

one might argue that the changes in the EEG variance are attributable to the variability of the

waveform of the stimulus-locked component rather than the covert response-locked component

and its variable delays, from the relatively constant EEG variance during the passive viewing

task, I believe that the variability of the waveform of the stimulus-locked component is not so

large as to generate a drastic change in the variance of the EEG during NoGo trials (Fig. 7.2).

Therefore, I apply the proposed method to the EEG during NoGo trials, and extract the stimulus-

and covert response-locked components.

The waveforms of the extracted stimulus-locked components are almost the same as those of

the stimulus-triggered average EEG. This indicates that the covert response-locked components

are almost cancelled out by the stimulus-triggered averaging procedure. The extracted stimulus-

locked components exhibit the N200 and P300 as well as the stimulus-triggered average EEG. This

indicates that the N200 and P300, which are the classical peaks of the EEG during NoGo trials [20,

51, 53, 55, 56], are stimulus-locked. We can visually confirm this fact by the stimulus-locked

fluctuations at around 240 and 370 ms in the time-trial images (Fig. 7.3). At around Fz and Cz,

the differences in the stimulus-locked components between Go and NoGo trials largely account for

those in the stimulus-triggered average EEG (Fig. 7.4, B). This result suggests that, in the fronto-

central region, the conventional differences in the EEG between Go and NoGo trials are mainly

attributable to those in the stimulus-locked components rather than the contamination effects by
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the covert response-locked components. Further, the different waveforms of the stimulus-locked

component between Go and NoGo trials indicate that the stimulus-related brain processes are

different between Go and NoGo trials.

As for the extracted covert response-locked components, its magnitudes are comparable with

those of the stimulus-locked components (Figs. 7.4 and 7.5). The presence of the extracted covert

response-locked components and the validity of the estimated delays are confirmed by the results

that the time-trial images show the fluctuations time-locked to the estimated delays and that the

waveforms of the extracted components are similar across subjects.

The average delays of the positive peaks in the covert response-locked components are almost

the same as the P300 latency in the stimulus-locked component (363 ± 26 ms), indicating that

the positive peaks mainly overlap with the P300 in the stimulus-locked components (see Fig. 7.3,

right). From this result, I consider that the proposed method for the first time decomposes the

conventional P300 of NoGo trials, which appears by the stimulus-triggered averaging procedure,

into the stimulus-locked P300 and the covert response-locked P300.

7.4 Conclusions

The proposed method successfully extracts a covert response-locked component and its delays

from the EEG during NoGo trials. In the brain, internal and subjective events related to cognitive

functions seem to occur, not with precisely constant delays, but with various delays from trial to

trial after stimulus onset. Since the proposed method can extract such brain activity, the method

will provide a new tool to look into complex and implicit brain functions.
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Chapter 8

General Discussion

In this thesis, I propose two methods for decomposing EEG into the stimulus- and response-locked

components: the method for overt responses and the method for covert responses.

The method for overt responses is used when responses are observable. This method decom-

poses EEG into the stimulus- and overt response-locked components using RTs by the discrete

Fourier transform (Chapter 3). I apply the method to the EEG during a simple reaction time

task, and show that the contamination by the temporal overlapping is large especially in the late

part of the stimulus-triggered average EEG when slow waves remain in the EEG data (Chapter

4).

The method for covert responses is used when responses are not observable. This method ob-

tains the individual delays of the covert response-locked component together with the stimulus-

and covert response-locked components. In this method, I initially set random values for the

delays and extract uncontaminated stimulus- and covert response-locked components using the

preset delays by the method for overt responses. Then, I reconstruct the EEG by overlapping the

extracted components with the preset delays, and calculate the residual errors between the recon-

structed and original EEG. This procedure is repeated by updating the delays until the residual

errors become adequately small (Chapter 6). I apply the method to the EEG during NoGo trials

of a Go/NoGo task, and extract the covert response-locked components, the magnitudes of which

are comparable with those of the stimulus-locked components (Chapter 7).
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In this chapter, I discuss the remaining problems and possible applicability of these methods,

and show the further development of the methods.

8.1 Method for Overt Responses

In Chapter 3, I propose the method for decomposing EEG into the stimulus- and overt response-

locked components using RTs.

This method has the limitation that the slow waves (∼ 1 Hz) in the noise are amplified by

the decomposition. This is due to the fact that the absolute values of 1/D(n,ω) in Eqs. (3.9) and

(3.10) tend to be high at low frequencies when τn is RTs. To overcome this limitation, I propose

two solutions: increase the total number of trials, and apply a highpass filter to the EEG before

the decomposition. At the same time, it is necessary to improve the method itself to eliminate

the limitation. Originally, the source of the limitation, 1/D(n,ω), arises from the simultaneous

equations (3.1) and (3.2). It is possible that another set of simultaneous equations may solve

the limitation. Therefore, we need to try various sets of simultaneous equations to improve the

method itself.

On the other hand, this method has the practical advantage of requiring only single-channel

EEG data. This advantage makes it possible to apply the method in clinical use, because the

single-channel recording is more easily applied. To date, several EEG studies have attempted to

investigate the relation between stimulus-/overt response-related brain activity and movement

disorders by the averaging procedure (for example, [57,58]). However, the average EEG does not

reflect pure stimulus- or overt response-related brain activity due to the temporal smearing. By

using the proposed method, we are able to extract more detailed information about stimulus-

and overt response-related brain activities, and to identify which process, the stimulus- or the

overt response-related process, is responsible for the disorders. The proposed method can be used

as an alternative to the averaging procedure to investigate stimulus- and overt response-related

brain activities during various cognitive tasks with stimulus-overt response paradigms.
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8.2 Method for Covert Responses

In Chapter 6, I propose a method for estimating the individual delays of the covert response-

locked component and extracting the stimulus- and covert response-locked components from only

single-channel EEG epochs.

The delays are estimated by solving the optimization problem. The limitation of this method

is the calculation cost for solving this optimization problem. Suppose the number of trials is

N and the delay is within M ms. We need to search for the optimal set of delays from MN

sets. When N and M are large, this is quite a difficult problem and it takes a lot of time to

solve it. There are two approaches to overcome this limitation: 1) to make the optimization

problem easy, and 2) to improve the optimization algorithm. For 1), I reduce N by decreasing

the number of trials and M by using a priori information about the range of the delays derived

from the time course of EEG variance, and make MN as small as possible. For 2), I test various

optimization algorithms, and adopt the best algorithm, the random search, which achieves speedy

convergence to the optimal delays. Although these attempts work well for the EEG during NoGo

trials of the Go/NoGo task, to apply this method to various noisy data, it is necessary to propose

more powerful solutions to the limitation. Especially, there is plenty of room for improving the

optimization algorithm, because the random search used is so simple and seems to be brute force.

On the other hand, the advantage of this method is, of course, its ability to extract the covert

response-locked component, which has hardly been extracted owing to its variable delays. Then,

what will be gained by applying this method to other EEG data (and possibly to other brain

signals)?

Tallon-Baudry et al. [31, 32] showed evidence for a role for induced gamma activity, whose

phase is not time-locked to stimulus onset, in the construction of a coherent representation of

objects and the rehearsal of the representation in memory. This suggests that some brain activity

related to perception and memory recall is not time-locked to stimulus onset. Also, the brain

activity related to solving problems, or the “Aha!” experience [59], is not time-locked to the

presentation of problems. Until now, the time points of solving problems have been estimated
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from the onset of the subject’s response claiming to have solved the problem (for example, [59]).

However, the relation between the onset of the solving of a problem and that of the subject’s

response is not clear. Considering the large variability of RTs even during “simple” reaction

time tasks, it is possible that the interval between the two onsets also has large variability. If

so, we cannot extract pure brain activity related to problem solving from the response onset.

By applying this method to EEG during these kinds of cognitive tasks, we can obtain more

detailed information, the pure EEG waveform and its onsets, on the brain activity involved in

such complex functions.

The advantages of this method are not only to extract the covert response-locked component

but also to extract the uncontaminated stimulus-locked component. Conventionally, the stimulus-

triggered average EEG has been thought to reflect the stimulus-locked EEG component in the

hope that the covert response-locked component, even if it exists, would be cancelled out by the

stimulus-triggered averaging procedure. However, whether this premise is well satisfied or not

is unclear unless uncontaminated components are disclosed. This is because the effect of the

contamination is determined by the waveform of the covert response-locked component and its

delays, which were unknown before the application of this method. In Chapter 7, I reveal that

the contamination is small in the fronto-central region by comparing the NoGo−Go subtracting

waveforms of the stimulus-triggered average EEG with those of the stimulus-locked components.

By applying the proposed method, we can obtain the uncontaminated stimulus-locked component

and examine the level of contamination by the covert response-locked component.

8.3 Further Development of Proposed Methods

The essential strategies on which the proposed two methods based are as follows.

1. Separate components by solving simultaneous equations in the Fourier domain.

2. Estimate delays by searching for the delays which give the optimal approximation of EEG.

The method for overt responses is based on the first strategy, and the method for covert responses

is based on the second strategy in addition to the first one. Based on these strategies, it is possible
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easily to propose another method which is used for more complicated problems.

For example, I can propose a method for extracting the three components: the stimulus-

locked component, the covert response-locked component and the overt response-locked compo-

nent (Fig. 8.1). The three components may exist in daily complex stimulus-response situations.

For example, let us consider a situation in which you are presenting your research. Someone asks

you a question, and you have to answer it as soon as possible. In such a situation, it is possible

that listening to the question evokes stimulus-locked activity, solving the question evokes covert

response-locked activity, and answering the question evokes overt response-locked activity in your

brain.

The method for decomposing the three components is proposed as follows. The EEG including

the three components is expressed by:

yn(t) = s(t) + cr(t − τn) + or(t − rtn) + vn(t) (t = 0, · · · , T − 1; n = 1, · · · , N), (8.1)

where yn(t): observed EEG data in trial n; s(t): stimulus-locked component; cr(t): covert

response-locked component; or(t): overt response-locked component; τn: delay of cr(t) in trial n;

rtn: RT in trial n; vn(t): noise in trial n.

To separate s(t), cr(t) and or(t), according to strategy 1, I take the discrete Fourier transform

of Eq. (8.1), generate two more equations, and solve the equations simultaneously for s(t), cr(t)

and or(t) as follows. The discrete Fourier transform of Eq. (8.1) is expressed by:

Yn(ω) = S(ω) + exp(−i2πωτn/T )CR(ω) + exp(−i2πωrtn/T )OR(ω) + Vn(ω)

(ω = 0, · · · , T − 1), (8.2)

where Yn(ω) is the discrete Fourier transform of yn(t); S(ω) is the discrete Fourier transform of

s(t); CR(ω) is the discrete Fourier transform of cr(t); OR(ω) is the discrete Fourier transform

of or(t); Vn(ω) is the discrete Fourier transform of vn(t). I make the following two equations by

averaging Eq. (8.2) across trials with fast RTs and across trials with slow RTs respectively.

Ȳf (ω) = S(ω) + Ēcf (ω)CR(ω) + Ēof (ω)OR(ω) + V̄f (ω) , (8.3)
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Figure 8.1: Schematic representation of the EEG including the three components: the stimulus-
locked component, the covert response-locked component and the overt response-locked compo-
nent. I propose a method for temporally decomposing the EEG into the three components.

92



Ȳs(ω) = S(ω) + Ēcs(ω)CR(ω) + Ēos(ω)OR(ω) + V̄s(ω) , (8.4)

where

Ȳf (ω) =
1

2N

∑

n∈nf

Yn(ω); (8.5)

Ȳs(ω) =
1

2N

∑

n∈ns

Yn(ω); (8.6)

Ēcf (ω) =
1

2N

∑

n∈nf

exp(−i2πωτn/T ); (8.7)

Ēcs(ω) =
1

2N

∑

n∈ns

exp(−i2πωτn/T ); (8.8)

Ēof (ω) =
1

2N

∑

n∈nf

exp(−i2πωrtn/T ); (8.9)

Ēos(ω) =
1

2N

∑

n∈ns

exp(−i2πωrtn/T ); (8.10)

V̄f (ω) =
1

2N

∑

n∈nf

Vn(ω); (8.11)

V̄s(ω) =
1

2N

∑

n∈ns

Vn(ω), (8.12)

and nf is the trial with fast RTs, ns is the trial with slow RTs. Equations (8.2), (8.3) and (8.4)

are rewritten by: 


Yn(ω)
Ȳf (ω)
Ȳs(ω)



 = A




S(ω)

CR(ω)
OR(ω)



 +




Vn(ω)
V̄f (ω)
V̄s(ω)



 , (8.13)

where

A =




1 exp(−i2πωτn/T ) exp(−i2πωrtn/T )
1 Ēcf (ω) Ēof (ω)
1 Ēcs(ω) Ēos(ω)



 . (8.14)

By multiplying Eq (8.13) by A−1, I obtain:

A−1




Yn(ω)
Ȳf (ω)
Ȳs(ω)



 =




S(ω)

CR(ω)
OR(ω)



 + A−1




Vn(ω)
V̄f (ω)
V̄s(ω)



 . (8.15)

Then, by averaging across n and taking the inverse discrete Fourier transform (IDFT), I obtain:

IDFT



 1
N

N∑

n=1

A−1




Yn(ω)
Ȳf (ω)
Ȳs(ω)







 =




s(t)
cr(t)
or(t)



 + IDFT



 1
N

N∑

n=1

A−1




Vn(ω)
V̄f (ω)
V̄s(ω)







 . (8.16)
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Equation (8.16) shows that, if both the τn and rtn are observable, we can extract s(t), cr(t) and

or(t) by calculating the left-hand side of Eq. (8.16).

Then, according to strategy 2, I estimate the unknown delays of the covert response-locked

component τn. Let me define sτ (t), crτ (t) and orτ (t) respectively as s(t), cr(t) and or(t) extracted

using a set of delays τ = [τ1, τ2, · · · , τN ] by calculating the left-hand side of Eq. (8.16). Under the

assumption that sets of nearly true delays provide better approximations of the observed EEG

data than sets of wrong delays, I estimate the true τ by solving an optimization problem of:

Minimize
t2∑

t=t1

N∑

n=1

{yn(t) − sτ (t) − crτ (t − τn) − orτ (t − rtn)}2

Subject to τ ⊂ N.

In this method, the stimulus-locked component, the covert response-locked component and the

overt response-locked component are extracted together with the delays of the covert response-

locked component.

The performance of this method is examined by a simulation with artificial data (Fig. 8.2).

In this simulation, the original stimulus-locked component, covert response-locked component

and overt response-locked component are generated by the exponential, rectangular and cosine

functions respectively (Fig. 8.2, A–C). The delays of the covert response-locked component and

RTs are generated by Gaussian random numbers (180 ± 50 ms). The simulated signal yn(t) is

generated from the three components according to Eq. (8.1) (Fig. 8.2, E). Then, I estimate the

delays of the covert response-locked components and extract the three components by the method.

The estimated delays are highly correlated with the original ones (r = 0.96, p < 0.05, slope =

0.87) (Fig. 8.2, H). The correlation coefficients between the original and extracted components are

high for all the three components (r = 0.99 for the stimulus-locked component; r = 0.95 for the

covert response-locked component; r = 0.98 for the overt response-locked component) (Fig. 8.2,

F, G, I). These results indicate that the estimated delays and the extracted components by this

method are sufficiently accurate in this simulation, suggestive of the validity of this method.

As mentioned in the “Discussion” section of Chapter 7, it is expected that the EEG during

Go trials of the Go/NoGo task includes the three components: the stimulus-locked component,
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Figure 8.2: Simulation result with artificial data. A: Original stimulus-locked component. B:
Original covert response-locked component shifted by an unknown delay. C: Original overt
response-locked component shifted by a RT. D: Background noise. E: Simulated data generated
according to Eq. (8.1). F: Extracted stimulus-locked component. G: Extracted covert response-
locked component. H: Estimated delays of the covert response-locked component. I: Extracted
overt response-locked component. The blue lines represent the extracted components and the
estimated delays, and the black lines represent the original data.
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the covert response-locked component, and the overt response-locked component. Therefore,

I apply this method to a subject’s EEG at Cz during Go trials of the Go/NoGo task. The

average of the estimated delays of the covert response-locked component is adjusted so that the

delays represent latencies of the largest positive peak in the extracted covert response-locked

component. The estimated delays of the covert response-locked component are 311 ± 62 ms.

The validity of the estimated delays is visually confirmed by the fluctuations time-locked to the

delays in the time-trial image sorted by the delays (Fig. 8.3, A). The magnitude of the extracted

covert response-locked component is comparable with those of the extracted stimulus- and overt

response-locked components (Fig. 8.3, D). In the expectation that the covert response-locked

component relates to decision making, its delays should correlate with the RTs. However, the

correlation coefficient between the delays and RTs is not significantly high (r = 0.067, p > 0.05)

(Fig. 8.3, B). Although I cannot identify the functional role of the extracted covert response-

locked components at this time, these results indicate the feasibility of the method for EEG, and

indicate the presence of the three components in the EEG during Go trials.

As shown above, based on the two strategies, it is possible to propose various decomposition

methods easily. It should be worthwhile developing a family of decomposition methods which are

used for broad problems.

8.4 Conclusions

The original question of this thesis is how the human brain operates in daily stimulus-response

situations. As the tools to solve this question, in this thesis, I propose two data analysis methods.

One is used when responses are observable and the other is used when responses are not observ-

able. These methods decompose EEG signals into the stimulus- and response-locked components.

By applying these methods, we can examine brain activity in detail, and, in the future, we will

be able to answer the original question, based on the decomposed components.

96



-5

0

5

10

0 400 800

20

40

60

200 400

200

400

RT [ms]

E
st

im
at

ed
 d

el
ay

 o
f c

ov
er

t �
re

sp
.-l

oc
ke

d 
co

m
p.

 [m
s]

0 400 800

-400 0 400

-400 0 400
-10

0

10

[ V]
Po

te
nt

ia
l [

V
]

So
rt

ed
 tr

ia
ls

Stim.�
onset

-10

0

10

-10

0

10

Po
te

nt
ia

l [
V

]
Po

te
nt

ia
l [

V
]

Time [ms]

A

B

C

D

E

Covert resp.�
onset

Overt resp.�
onset

Figure 8.3: Decomposition of a subject’s EEG at Cz during Go trials of Go/NoGo task into the
stimulus-, covert response- and overt response-locked components. A: Time-trial image of the
EEG sorted by the estimated delays of the covert response-locked component. The solid line
represents the stimulus onsets, and the dotted line represents the estimated delays of the covert
response-locked component. B: Scatter plot of the RTs and the estimated delays. C: Extracted
stimulus-locked component. D: Extracted covert response-locked component. E: Extracted overt
response-locked component.
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Appendix A

Averages of Extracted
Components Depend on c

Only the averages of extracted stimulus- and overt response-locked components vary depending

on the parameter c in Eq. (3.8).

To demonstrate this, I performed a simulation test. In this simulation, I generated simulated

data by the same procedure as the one in the simulation test with artificial data (Chapter 3),

except for setting vn(t) = 0. Then, I extracted the stimulus- and overt response-locked compo-

nents using different c from the same simulated data, and obtained the residual errors between

the extracted and original stimulus-/overt response-locked components. The simulation results

show that only the average of the residual errors varies depending on c (Fig. A.1).
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Appendix B

Parametric Method for Overt
Responses

Here, I show a parametric method for obtaining the stimulus- and overt response-locked compo-

nents from EEG epochs and RTs. In this method, I firstly generate three sweeps z(t), us(t), ur(t)

from observed data, then assume a parametric model relating the three sweeps, and finally iden-

tify the model.

I generate z(t) by concatenating EEG epochs, generate us(t) by:

us(t) =

{
1 t = Stimulus onset
0 t "= Stimulus onset

, (B.1)

and generate ur(t) by:

ur(t) =

{
1 t = Overt response onset
0 t "= Overt response onset

. (B.2)

The three sweeps generated from simulated data are shown in Fig. B.1, A.

Then, I assume that z(t) is expressed by:

z(t) = a1us(t − 1) + · · · + ansus(t − ns) + b1ur(t − 1) + · · · + bnrur(t − nr) + e(t)

(t = 0, · · · , J), (B.3)

where e(t) represents noise. Equation (B.3) is considered as a Finite Impulse Response (FIR)

system [60,61] with double-input (us(t) and ur(t)) and single-output (z(t)) (Fig. B.1, A). Further,

in Eq. (B.3), the stimulus- and overt response-locked components are respectively represented by
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the impulse responses to the individual inputs. Therefore, we can obtain the stimulus- and overt

response-locked components by identifying this FIR system.

In the least square method, the parameters in this system are identified by calculating

θ̂ = [ΩT Ω]−1Ωx, (B.4)

where

θ = [a1, · · · , ans , b1, · · · , bnr ]
T , (B.5)

Ω =




us(ns − 1) · · · us(0) ur(nr − 1) · · · ur(0)

...
. . .

...
...

. . .
...

us(J − 1) · · · us(J − ns) ur(J − 1) · · · ur(J − nr)



 , (B.6)

and

x = [z(ns + nr), z(ns + nr + 1), · · · , z(J)]T . (B.7)

In practice, we can use system identification software, such as the System Identification Toolbox

for MATLAB (The MathWorks, Inc.) [61].

Figure B.1, B and C show the simulation result obtained by identifying the system shown

in Fig. B.1, A. The identified and original stimulus-locked components are highly correlated

(r = 0.97) (Fig. B.1, B), as are the identified and original overt response-locked components

(r = 0.98) (Fig. B.1, C). This result indicates that we can also obtain the stimulus- and overt

response-locked components by the parametric method.
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Appendix C

Scalp Distributions of Potentials
Earlier than P300 and Later than
P160

The scalp distributions of the potentials earlier than the P300 and later than the P160 were not

substantially different depending on the methods used.

As examples, in Fig. C.1, I show the scalp distributions of the N100 in the extracted stimulus-

locked components and the stimulus-triggered average EEG during the SR-task, and also show

the scalp distributions of the N500 in the extracted overt response-locked components and the

overt response-triggered average EEG during the SR-task.

Stim.-locked �
component

Average on �
stim. onset

N100

N500
6

-6 V

Overt resp.-locked �
component

Average on �
overt resp. onset

Figure C.1: Scalp distributions of the N100 and N500.
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Appendix D

Accuracy of Estimation Depends
on Number of Trials

The accuracy of the estimation depends on the number of trials.

To demonstrate this, I performed a simulation test. In this simulation, I generated simulated

data by the same procedure as the one in the simulation test with artificial data (Chapter 6). I

set the number of trials N to 10, 20, 30, 40, and the SD of noise vn(t) to 0.5. Then, I estimated

the delays of the covert response-locked component from the simulated data, and obtain the

correlation coefficients between the estimated and original delays. I repeated this simulation 20

times. The simulation results show that the correlation coefficients become greater as the number

of trials increases (Fig. D.1).
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Figure D.1: Correlation coefficients between the original and estimated delays for each number of
trials. The diamonds and error bars respectively represent the means and SDs of the correlation
coefficients.
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